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Multisensor Fusion with
Hyperspectral Imaging Data:
Detection and Classification
Su May Hsu and Hsiao-hua K. Burke

■ We present two examples that show how fusing data from hyperspectral
imaging (HSI) sensors with data from other sensors can enhance overall
detection and classification performance. The first example involves fusing HSI
data with foliage-penetration synthetic aperture radar (FOPEN SAR) data; the
second example involves fusing HSI data with high-resolution imaging (HRI)
data. The fusion of HSI and SAR data exploits different phenomenology from
the two different sensors. The fusion of HSI and HRI data combines their
superior respective spectral and spatial information. Fusion of HSI and SAR
data is accomplished at the feature level. HSI data provide background
characterization and material identification; HSI-SAR fusion allows us to reduce
false detections and confirm target detection in the SAR image. Fusion of HSI
and HRI data is implemented at both data and feature levels, resulting in a
combined spatial-spectral analysis that enhances target identification.

H   () sensors col-
lect data that can be represented by a three-
dimensional data cube. The hyperspectral

data cube is resolved in along-track, cross-track, and
spectral dimensions. The HSI sensor affords fine
spectral resolutions (∆λ ~ 10 nm), typically in the vis-
ible to shortwave infrared (SWIR) wavelength region
(0.4 to 2.5 µm). For each pixel within a hyperspectral
image, a continuous spectrum is sampled and can be
used to identify materials by their reflectance. One
shortcoming of HSI is that it provides no surface pen-
etration. Another shortcoming is that HSI spatial
resolutions are usually coarser than those from pan-
chromatic imagery. (The article in this issue entitled
“Spectral Imaging for Remote Sensing,” by Gary A.
Shaw and Hsaio-hua K. Burke, discusses the interplay
between spectral and spatial resolution.)

To overcome these limitations and enhance HSI
system performance, we fuse HSI data with other

sensor data. For example, in counter camouflage,
concealment, and deception (CC&D) applications,
HSI data can be used to identify ground cover and
surface material, and a low-frequency foliage-penetra-
tion synthetic aperture radar (FOPEN SAR) can de-
termine if any threat objects are under concealment.
The sidebar entitled “Foliage-Penetration Synthetic
Aperture Radar” explains the fundamentals of this
technology and how Lincoln Laboratory has sup-
ported its development.

Because FOPEN SAR and HSI sensors exploit dif-
ferent phenomenology, their detection capabilities
complement each other. FOPEN SAR typically oper-
ates at 20 to 700 MHz. It penetrates foliage and de-
tects targets under tree canopy, but has significant
clutter returns from trees. HSI, on the other hand, is
capable of subpixel detection and material identifica-
tion. Both SAR and HSI systems may suffer substan-
tial false-alarm and missed detection rates because of
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their respective background clutter, but we expect
that combining SAR and HSI data will greatly en-
hance detection and identification performance.

Another opportunity for HSI data fusion occurs in
surface surveillance of exposed targets. Unlike con-
ventional single-band or multispectral sensors, HSI
sensors collect image data in hundreds of contiguous
narrow spectral bands with only moderate spatial
resolutions. By spatially sharpening a hyperspectral
image with a panchromatic high-resolution image,
we can enhance image visualization for the analyst.
Such a combination of sensors can be found, for ex-
ample, on the National Aeronautic and Space
Administration’s Earth Observing (EO)-1 satellite,
which was launched in November 2000. This satellite
includes an HSI sensor, Hyperion, and a high-resolu-
tion imaging (HRI) sensor as part of the Advanced
Land Imager. The HRI sensor spatial resolution of

 - syn-
thetic aperture radar (FOPEN
SAR) was developed to find sta-
tionary tactical targets located in
deep foliage and natural camou-
flage that cannot be penetrated
by conventional microwave or
electro-optical sensors. During
the Vietnam War era, military
personnel successfully used the
Camp Sentinel ground-based ra-
dar to detect enemy soldiers and
vehicles moving in foliage. To lo-
cate stationary targets, research-
ers needed to develop a low-fre-
quency FOPEN SAR imaging
capability with sufficient resolu-
tion to differentiate targets from
clutter. Unfortunately, no reliable
target-recognition algorithms

were available at that time to re-
duce false alarms. Many of the
successful automatic-target-rec-
ognition and cueing techniques
for detecting moving and station-
ary targets were developed only
for targets in the open.

Since the late 1980s, Lincoln
Laboratory, under sponsorship
by the Defense Advanced Re-
search Projects Agency (DARPA)
and the U.S. Air Force, has
planned and conducted several
experiments and data-collection
programs with a variety of indus-
try-built sensors to evaluate the
use of low-frequency radar to de-
tect and identify tactical targets
hidden by foliage. The results
from these efforts have been used

to develop the current auto-
matic-target-detection and cue-
ing algorithms that operate on
UHF and VHF SAR data. When
we use a SAR system to detect
objects obscured by foliage, de-
tection is degraded in three ways
for higher microwave frequencies
(>100 MHz). First, the foliage
contributes to the clutter return.
Second, the foliage attenuates
signal propagation through it.
Third, moving foliage induces
fluctuations in the amplitude and
phase of the radar signal, which
distort the SAR image of the tar-
get. These fluctuations affect the
image-focusing quality and the
detection performance of SAR.

To better understand foliage

F O L I A G E - P E N E T R A T I O N  S Y N T H E T I C
A P E R T U R E  R A D A R

10 m is three times better than that of the HSI sensor.
In the next section, we describe an example of

HSI-SAR fusion. Because HSI and SAR sensors are
distinct and exploit different phenomenology, fusion
of HSI and SAR data is established at the level of fea-
tures such as material composition and terrain type.
We then explore HSI-HRI data fusion. HSI sharpen-
ing with HRI data is first investigated. A combined
spatial-spectral analysis is then discussed to illustrate
enhanced target detection and identification.

HSI and FOPEN SAR Data Fusion

In May 1997 a P-3 ultrawideband (UWB) radar, op-
erating from 215 to 730 MHz, and a Hyperspectral
Digital Imagery Collection Experiment (HYDICE)
sensor, operating from 0.4 to 2.5 µm in 210 bands,
collected data at a site in Vicksburg, Mississippi. The
SAR data were collected with a 32o depression angle
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and a ground sample distance (GSD) of 0.23 m ×

0.4 m. The HSI data were collected at a 1.5-km alti-
tude with a nadir viewing geometry and GSD of
0.76 m × 1.1 m. These measurements formed part of
the Dixie-97 data set that we use here to demonstrate
the framework of HSI-SAR data fusion.

Figure 1 shows a sketch of the target site and the
composite data set, including a hyperspectral data
cube and a SAR grayscale image. Targets in the forest
background include fabric nets and vehicles. Several
fabric nets are placed along the tree line around an
open area. One fabric net at the tree line covers a ve-
hicle; all other nets are empty or cover nonradar re-
flecting decoys. One vehicle is obscured at the lower
right corner of the sketch and another vehicle is par-
tially exposed near the top left corner.

For the Dixie-97 data, a HSI-SAR fusion strategy
was established on the basis of each sensor’s detection

characteristics. HSI and SAR data were first processed
separately for detection and terrain classification, re-
spectively. Then coregistration was performed to al-
low overlay of the images. Terrain mapping reduced
SAR false alarms from trees. Detection of concealed
targets under nets was verified and detection of par-
tially exposed targets was further confirmed with ma-
terial identification by HSI. We provide an analysis of
the HSI data first, followed by an example of SAR-
HSI image coregistration and the data fusion results.

HSI Data Analysis

Sample spectra of backgrounds of road, grass, trees,
and nets are plotted as a function of wavelength in
Figure 2. The road spectrum is significantly higher
than other spectra in the visible wavelength region
from 0.4 to 0.7 µm. The spectra for grass and trees
each exhibit a decrease of reflectance at 0.68 µm, fol-

effects, researchers needed an ac-
curate quantitative assessment of
these issues. In 1990, Lincoln
Laboratory conducted a defini-
tive experiment to measure foli-
age attenuation and backscatter
of heavily forested areas. This ex-
periment was conducted with the
NASA–Jet Propulsion Labora-
tory Airborne SAR (AIRSAR)
aircraft, which has UHF, L-band,
and C-band SAR radars.

In the past decade, this
FOPEN work has been extended
to develop a phenomenological
understanding of foliage penetra-
tion and to develop advanced au-
tomatic-target-detection and rec-
ognition techniques. Additional
foliage-penetration measure-
ments were made in 1993 in
tropical rain forest and northern
U.S. forest environments. In
these measurements, the Swedish

3-m-resolution Coherent All Ra-
dio Band Sensor (CARABAS)
and the Stanford Research Insti-
tute ultra wideband (UWB) SAR
sensor collected horizontal-polar-
ization VHF and UHF data. Fo-
liage-induced attenuation for all
frequency bands was calculated
by comparison of echoes from
test reflectors in foliage with
those in the open. In support of
the DARPA-sponsored FOPEN
SAR project, Lincoln Laboratory
has developed automatic-target-
detection and cueing algorithms
for VHF and UHF radar. With
the detection of targets now
possible with our existing foliage-
penetration capability, the re-
maining issue becomes discrimi-
nating the threatening targets
from all of the many detections
that are reported. Two false-
alarm mitigation techniques,

change detection and group de-
tection, have been used to reduce
false alarms substantially.

Recently, many researchers
have become interested in the use
of AIRSAR for detection of un-
derground targets, large and
small, such as mines and trucks
hidden in underground bunkers.
Under the sponsorship of
DARPA, the U.S. Army, and the
U.S. Air Force, research into this
application has led to the
FOPEN Advanced Technology
Demonstration system being
built by Lockheed Martin Space
Systems Company (LMSC).

Reference
1. T.G. Bryant, G.B. Morse, L.M.

Novak, and J.C. Henry, “Tactical Ra-
dars for Ground Surveillance,” Linc.
Lab. J. 12 (2), 2000, pp. 341–354.
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lowed by a large increase at near infrared, characteris-
tic of vegetation, because the chlorophyll in green
plants absorbs the visible light from the sun and re-
flects the infrared radiation. In the SWIR wavelength
region, spectral signatures of road and nets differ
from the vegetation signatures.

Reduction in spectral dimensionality is first ap-
plied to the HSI data cube to extract the spectral fea-
tures that then lead to further analysis. Principal-
component analysis is used to decorrelate data and
maximize the information content in a reduced num-
ber of features [2]. The sidebar entitled “Principal-
Component Analysis” explains the mathematical
foundation and applications of this technique.

 Figure 3 shows sample principal components cal-
culated from the Dixie-97 HSI data. Background
classes of open area, trees, and roads are apparent in
the first and third principal components; fabric nets
appear in strong contrast to the backgrounds in the
seventh principal component. We constructed a
matched filter from the mean of several pixels ex-
tracted from the nets. A matched-filtering algorithm
with thresholding was then applied to the HSI data to
detect all pixels of fabric nets. Figure 4 shows the fab-
ric-net detection and a color-coded terrain classifica-

FIGURE 1. Target site sketch (top), hyperspectral data cube
(middle), and synthetic aperture radar (SAR) data (bottom),
part of the Dixie-97 data set. The site sketch shows targets
in a forest background of fabric nets and vehicles. Several
nets are placed along the tree line around an open area. One
net at the tree line covers a vehicle. The hyperspectral data
are displayed as a cube with a red-green-blue composite im-
age on the front face. The SAR data are displayed as a ra-
dar-cross-section image in grayscale.

FIGURE 2. Sample spectra from a forest scene. The road
spectrum is significantly higher than other spectra in the vis-
ible wavelength region of 0.4 to 0.7 µm. The spectra for grass
and trees each exhibit decreased reflectance at 0.68 µm fol-
lowed by a large increase at near infrared because green
plants use chlorophyll to reflect infrared radiation and ab-
sorb the visible light from the sun.
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  hyperspec-
tral images can be spectrally
transformed to generate new sets
of image components. The trans-
formed image can make features
evident that are not discernible in
the original data. Alternatively, it
might be possible to preserve the
essential information content of
the image with a reduced number
of the transformed dimensions.

Principal-component analysis
uses a linear transformation, the
principal-components transform,
to translate and rotate multiband
spectral data into a new coordi-
nate system. This transform is
also known as the Karhunen-
Loève, or Hotelling, transform.
Principal-component analysis is
used to decorrelate data and
maximize the information con-
tent in a reduced number of fea-
tures. The covariance matrix is
first computed over the pixel
spectra contained in the hyper-
spectral data cube of interest.
Eigenvalues and eigenvectors are
then obtained for the covariance
matrix Γ as given below:

Γ

ΦΣΦ

x x x
T

T

E= − −

=

{( )( ) }

,

x xµ µ

where x is the spectral vector
data, µx is the mean spectral vec-
tor over the data cube, E is the
average operator over the entire

P R I N C I P A L - C O M P O N E N T  A N A L Y S I S

data cube, Φ is a matrix consist-
ing of columns of eigenvectors,
and Σ     is a diagonal matrix of
eigenvalues.

We use the eigenvectors as a
new coordinate system to trans-
form the hyperspectral data cube
into principal components, also
called eigenimages.

If the transformed spectral
data x is represented as y in the
new coordinate system, then the
principal-component transfor-
mation is a linear transformation
ΦT of the original coordinates,
such that

y x= ΦT .

In y space the covariance ma-
trix is given as

Γy y y
TE= − −{( )( ) } ,y yµ µ

where µy is the mean vector ex-
pressed in terms of the y coordi-
nates. A property of the trans-
form is that

µ µy
T

x= Φ .

As a result, Γy is the diagonal ma-
trix of eigenvalues of Γx such that

Γ Φ Φ

Φ Φ
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Because Γy is a covariance matrix
and is diagonal, its elements rep-
resent the variances of a set of or-
thogonal images in the trans-
formed coordinate space. The
eigenvectors are arranged in de-
scending order of the eigenvalues
so that the data exhibit maxi-
mum variance in the first compo-
nent, the next largest variance in
the second component, and so
on, with the minimum variance
in the last component.

In the case of hyperspectral
and multispectral image data,
image information is aggregated
in leading principal components
associated with large eigenvalues,
and noises are segregated in trail-
ing components associated with
small eigenvalues. Thus princi-
pal-component analysis allows
for the determination of the in-
herent dimensionality and segre-
gation of noise components of
the hyperspectral data. Singular
value decomposition is a related
transform concept that can be
applied to a general matrix, in-
cluding a non-square matrix, in
order to decompose an image
into orthogonal and basis images.

Reference
1. J.A. Richards, Remote Sensing Digital

Image Analysis: An Introduction, 2nd
ed. (Springer-Verlag, Berlin, 1993).
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tion map for the Dixie-97 HSI data. Superimposed
on the terrain classification map is the HSI fabric-net
detection. The map shows background classes for
roads, grass, trees, and shadow regions; these classes
result from an unsupervised data-clustering operation
that uses the first five principal components.

Combined FOPEN SAR-HSI Analysis and Fusion

To combine HSI and SAR detection results, we per-
formed coregistration with reference to terrain classes,
such as open areas and trees, by using scaling, rota-
tion, and translation operations. We then fused the
data by using the coregistered images according to the
process illustrated in Figure 5. The SAR data were
first processed with pixel grouping and thresholding.
The sample SAR detection at a 6-dBsm threshold is
shown in the top left image of Figure 5. The detection

of a near vertical line in the top right area of this SAR
image corresponds to a power line. The terrain map
derived from the HYDICE HSI data with open-area
and fabric-net detections is the top middle image of
Figure 5. In combining these analyses, we retained
SAR detections only from open areas or around fabric
nets indicated in the HSI data. Detections that coin-
cided with HSI identifications of trees, far-from-open
areas, and nets were considered false alarms. In the
combined detection result, shown in the top right im-
age of Figure 5, a SAR detection of a vehicle under a
net appears; other nets are empty with no SAR detec-
tions. There are several strong SAR detections at the
left side of the open area. A spectral angle map (SAM)
algorithm was applied to match HSI data in the open
area to paints in our spectral library. Three pixels
matched well with military gray-tan paint. This

FIGURE 3. Principal components calculated from the Dixie-97 HSI data. Background classes of open area, trees, and
roads are apparent in the first and third principal components. Fabric nets appear in strong contrast to the back-
grounds in the seventh principal component.

FIGURE 4. HSI fabric-net detection with a matched-filtering algorithm (left) and terrain classification map (right).
The HSI fabric-net detection has been superimposed on the terrain classification map. Roads, grass, trees, and
shadow regions are shown as separate terrain classes. These background classes result from an unsupervised
data-clustering operation that uses the first five principal components.
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match indicated the presence of a vehicle, possibly
military, in the open area and thus confirms the SAR
detection.

HSI and HRI Data Fusion

To assess the fusion of HSI and HRI data, we gener-
ated a set of coregistered HSI and HRI data with
known ground truth. We used the first frame of Hy-
perspectral Digital Imagery Collection Experiment
(HYDICE) data from Forest Radiance I Run 05 as
the “truth” in both spatial and spectral domains; it has
320 × 320 pixels and 0.8-m pixel resolution. The
truth data were processed to generate simulated HSI

(4 m/pixel, ∆λ ~ 10 nm) and HRI (0.8 m/pixel, pan-
chromatic) data. The simulated HSI data were gener-
ated by a 5 × 5 spatial averaging of the input data fol-
lowed by a 5 × 5-to-1 undersampling. The resulting
HSI image is 64 × 64 pixels in size with 4-m pixel
resolution. The simulated HRI data were generated
with a 25-band integration, from 0.63 µm to 0.9 µm,
and ∆λ ~ 10 nm, resulting in a 320 × 320 single-band
image with 0.8-m pixel resolution. Figure 6 shows the
flow of data generation for HSI and HRI fusion. In
the following section, we first apply sharpening to the
HSI data and then conduct a combined spatial-spec-
tral analysis.

FIGURE 5. SAR detection (top left), a terrain map derived from the Hyperspectral Digital Imagery Collection
Experiment (HYDICE) HSI data with net detections (top middle), and the combined detection result (top
right). The SAR data were first processed with pixel grouping and thresholding. The sample SAR detection
shows the detection of a vertical line in the top right area that corresponds to a power line. When we com-
bined the analyses, only SAR detections from either open areas or around fabric nets indicated in the HSI
data were retained. SAR detections that corresponded to identifications of trees, far-from-open areas, or nets
on the hyperspectral image were considered false alarms. In the combined SAR-HSI data, a SAR vehicle de-
tection appears under a net at the top right corner. Other nets detected in the HSI data are considered empty
because they have no corresponding SAR detections. There are several strong SAR detections on the left
side of the open area. A spectral angle map (SAM) algorithm was applied to match the HSI data in the area to
paints in our spectral library. Three pixels match well with military gray-tan paint, indicating the presence of a
vehicle, possibly military; this match confirms the SAR detection.
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Review and Demonstration of Sharpening Algorithms

A number of image sharpening techniques are often
applied to multispectral images for visualization en-
hancement. This section reviews three of the com-
monly used sharpening algorithms—pseudo inverse,
color normalization, and spatial-frequency correc-
tion—that are adapted for implementation on HSI
data. We show the results of applying these algo-
rithms to the generated HSI and HRI data for a
sharpened HSI image. Spectral fidelity is evaluated by
comparing the original and sharpened data.

Pseudo-Inverse Technique [3, 4]. Given a high-reso-
lution image coregistered with a hyperspectral image,
a system of equations can be established for the recon-
struction of a sharpened, or high-spatial-resolution,
hyperspectral image. The value at a pixel in the high-
resolution image is the spectral average at the same
pixel in the sharpened hyperspectral image. The spec-
tral value at a pixel in the hyperspectral image is the
pixel sum of the sharpened hyperspectral image
within the GSD of the hyperspectral image in the

same spectral band. If the sharpening ratio—the ratio
of GSDs between unsharpened and sharpened im-
ages—is integer r and the number of spectral bands is
K, then the number of equations for each hyperspec-
tral image pixel is r2 + K, and the number of un-
knowns for the sharpened hyperspectral image recon-
struction is r2 × K. As the sharpening ratio and the
number of spectral bands increase, the number of un-
knowns increases faster than the number of addi-
tional equations. The system of equations is generally
underdetermined for a unique solution. Pseudo ma-
trix-inversion algorithms with least mean squared
(LMS) estimations are applied to obtain a solution for
the fusion problem. This method is described in the
following equations:

E A AA w= −T T( ) ,1

and

AE w= ,

where E is a (K • r2) × 1 array containing K bands of
r × r sharpened hyperspectral image pixels, A is a

FIGURE 6. Flow of simulated data generation from the HSI truth data for HSI and High Resolution Imaging (HRI) data
fusion. The first frame of HYDICE data from Forest Radiance I Run 05 is used as the truth in both spatial and spectral
domains; it has 320 × 320 pixels, 0.8 m per pixel. The truth data are processed to generate the simulated HSI (4m/pixel,
∆λ ~ 10 nm) and HRI (0.8m/pixel, panchromatic) data. The simulated HSI data are generated by a 5 × 5 spatial averaging
of the input data followed by a 5 × 5-to-1 undersampling. The resulting hyperspectral data cube has 25 bands; each band
is 64 × 64 pixels in size and 4 m per pixel. The HRI data are generated with a 25-band integration from 0.63 µm to 0.9 µm,
∆λ ~ 10 nm. The result is a 320 × 320 single-band image, 0.8 m per pixel.
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(K + r2) × (Kr2) matrix of the system equation,
AT(AAT)–1 is the pseudo inverse of A, and w is a
(K + r2) × 1 array of the HSI and HRI input values.

In this approach the high-resolution image needs
to be in perfect registration with the hyperspectral
image to establish the system of equations. The
pseudo-inverse technique uses singular value decom-
position to obtain an LMS solution for the system.
Performed on a pixel-by-pixel basis, the pseudo-in-
verse technique is very time consuming. Also, the
LMS estimations do not necessarily attain spectral in-
formation beyond that originally contained in the
HSI data.

Sharpening Color Normalization (SCN) [5]. The
color-normalization algorithm conventionally used in
multispectral imaging is modified for HSI sharpen-
ing. The HSI data are first oversampled to the same
pixel size as the HRI data. The algorithm multiplies
each of the HSI bands by the HRI data and the result-
ing values are each normalized by the averaged HSI
data over the spectral bands covered in the panchro-
matic range of HRI. This process is defined by the
following equation:

SCN
HSI HRI

HSIi
i

P

=
×( )

( )
,

where HSIi is an HSI band, SCNi is the HSIi sharp-
ened by color normalization, and (HSI)P is band-av-
eraged HSI over the HRI panchromatic wavelength
range.

This approach is straightforward in merging the
spatial contrast of HRI into spectral bands of HSI.
The method also requires good HSI-HRI data regis-
tration. The sharpened HSI data appear visually
sharper but do not contain more spectral information
than the original HSI.

Spatial-Frequency Correction (SFC). Some sharpen-
ing approaches use wavelet transformations [6] that
decompose images into different spatial-frequency
scales. In spatial-frequency correction, the HSI data
are first oversampled to the same pixel size as the HRI
data. For each HSI band, the high-frequency compo-
nents are replaced with components from the HRI
data. The sharpened image is then obtained via in-
verse transformation of the modified spectra. In prac-
tice, two-dimensional (2-D) Fourier transformation

can be applied for image spatial-frequency analysis.
The sharpening process is described below:

SFC FFT FFT HSI FFT HRIi i= −1{ ( ) ( } ,, )hi

where SFCi is the sharpened HSIi , FFT(HSIi) repre-
sents the 2-D spatial frequency components of HSIi,
and FFT(HRI)hi represents the high-frequency com-
ponents in the 2-D spatial Fourier transform of the
HRI data. The sharpened HSIi is the inverse 2-D
Fourier transform of FFT(HRI) with the central
(low-frequency) portion replaced by FFT(HSIi).

In this approach, the spatial shift caused by imper-
fect HSI-HRI registration shows up as a phase shift in
the frequency spectrum. Some loss of spectral quality
is expected in the sharpened data.

Discussion of Performance. In the three sharpening
approaches reviewed, we emphasize that good spatial
registration between HSI and HRI data is required.
For our purpose of spectral fidelity evaluation, we
have perfect coregistration through the method used
to generate the HSI and HRI data. Two measures,
spectral angle and spectral distance (Euclidean dis-
tance), are used to evaluate the sharpening algo-
rithms. These quantities are calculated as

spectral angle( ) = cos-x , x
x x

x x1 2
1 2

1 2

1 •











,

and

spectral distance( ) = -x , x x x2 21 1 ,

where x1 and x2 are two multiband spectra.
A zero angle or zero distance represents a perfect

match of two spectra. The sharpened images are com-
pared to the truth data in terms of spectral angle and
spectral distance. The spectral distance normalized by
the pixel amplitude in the truth image is calculated
for the fraction of spectral difference. The frame-aver-
aged differences for the three sharpening algorithms
are listed in Table 1. For comparison, the difference
measurements from the unsharpened HSI data are
also included in the table. The unsharpened 4-m reso-
lution image data are five times oversampled to com-
pare with the truth image data at 0.8-m resolution.
The sharpened images improve significantly from the
unsharpened HSI data in spectral distance, but show
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no obvious improvement in spectral angle. Among
the sharpened images, color normalization is closer to
the truth in spectral angle than to the results of
pseudo-inverse and frequency correction. On the
other hand, the spatial-frequency correction method

achieves results that are closest to the truth in spectral
distance.

Although the sharpened images generally appear
sharper, the impact of this effect is small on target de-
tection and identification. Because the combined
HSI-HRI data are severely underdetermined for the
reconstruction of sharpened HSI data, spectral fea-
tures of objects smaller than the original HSI resolu-
tion cannot be fully resolved in the sharpened HSI.
Additional spatial and spectral analysis at the feature
level is necessary for enhanced target detection and
identification. In the spatial-spectral analysis discus-
sion that follows, HSI data sharpened by color nor-
malization will be used.

Spatial-Spectral Analysis

Various combinations of spatial and spectral analysis
of HSI and HRI images have been attempted [7–9].
To demonstrate HSI-HRI fusion for enhanced back-
ground characterization and target detection-identifi-

Target
template

Spatial
edge detection

(Enhanced)
background

classification and
target detection

Background
classification and
anomaly detection

Sharpened HSI data

HSI data

HRI data

Coregistration

Target
detection

and ID

Background
statistics and

material
spectra

Spectral-
matched 
filtering 

algorithms

FIGURE 7. Diagram of a spatial-spectral analysis approach. Background classification and anomaly detection
are first obtained from HSI data. Applying the results to the sharpened HSI data provides enhanced back-
ground classification and target detection, while the HRI data provide target and background boundaries with
spatial edge detection. These edges, combined with results from the sharpened HSI data, spatially enhance
the definition of targets and backgrounds. Finally, spectral-matched filtering for target detection is applied to
the sharpened HSI data.

Table 1. Sharpening-Algorithm Comparison with
Respect to the Truth Data

Spectral Spectral
Angle Distance

Unsharpened HSI data 4.9° 21.6%

Sharpened

Pseudo inverse 8.3° 13.8%

Color normalization 3.8° 10.0%

Frequency correction 5.8° 8.2%
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cation, we employ a similar combined spatial-spectral
analysis. Figure 7 shows our analysis approach. We
first obtain background classification and anomaly
detection from HSI data. Applying these results to
the sharpened HSI data provides enhanced back-
ground classification and target detection, while the
HRI data provide target and background boundaries
with spatial edge detection. These edges, combined
with results from the sharpened HSI data, spatially
enhance the definition of targets and backgrounds.
After we apply spectral-matched filtering, the HSI
data further reveal the background and target
materials.

To illustrate this analysis approach, we used an ex-
panded data set consisting of three major frames of
HYDICE data from Forest Radiance I Run 05. The
original truth image of 300 × 960 pixels, 0.8-m pixel
resolution, and 210 bands was used as input. The de-
graded low-resolution hyperspectral image was 60 ×

192 pixels in size, 4-m pixel resolution, and 210
bands. The corresponding HRI image was generated
with band integration from 0.4 to 0.8 µm, 300 × 960
pixels, with 0.8 m pixel resolution. A sharpened hy-
perspectral data cube was obtained from the com-
bined HSI and HRI data by using the color-normal-
ization method.

Figure 8 shows a reference HSI image, as well as a
background classification and anomaly-detection
map derived from the unsharpened (4-m GSD) HSI
data. The background classification is the result of an
unsupervised data-clustering operation on the first
five principal components [10]. Road, ground, veg-
etation, and shade are delineated. The background
map and class statistics are employed in all subse-
quent processing. Areas in the hyperspectral reference
image that do not match the background classifica-
tion are considered anomalies; these anomalies are
further processed with spatial and spectral analysis for

FIGURE 8. Reference HSI image (left), background classification (middle), and anomaly de-
tection (right) derived from the unsharpened HSI data. The background classification is the
result of an unsupervised data-clustering operation on the first five principal components.
Road, ground, vegetation, and shade are delineated. The background map and class statis-
tics are employed in all subsequent processing. Areas in the HSI reference image that do not
match the background classification are considered anomalies, as shown on the right.
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Road

Ground

Vegetation

Dark vegetation

Shade

Background
classification Anomaly detection
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target detection and identification. Edges detected
from the HRI image with the Sobel operator [11] are
shown in Figure 9. Overlay of the edges with back-
ground classification from sharpened HSI data is also
shown in the figure. Background edges in the sharp-
ened HSI data are enhanced with the edges derived
from the HRI image. The image on the right of Fig-
ure 9 depicts the combined results of spectral-
matched filtering and spatial edges over regions con-
taining anomaly detections from HSI. In the far right
grayscale image, red and green represent different
types of vehicle paints, and the detections are
bounded by the edges shown in blue. Two regions of
detection located near the top of the scene, however,
are not well defined in shape and appear to be large in
size. These are inconsistent with vehicle features. Fur-
ther testing with spectral matched filtering confirms
pieces of fabric in these regions, as shown in Figure
10, which contains an enlarged view of the vehicle de-

tections. The vehicle size and orientation can be de-
termined from the bounding edges. Objects are clas-
sified as large vehicles (4 m × 8 m) if they are 4 to 7
pixels wide and 8 to 11 pixels long. Likewise, objects
are small vehicles (3 m × 6 m), if they are 3 to 5 pixels
wide and 6 to 7 pixels long. The colored bar next to
each vehicle in the enlarged image depicts the
vehicle’s size, orientation, and paint type.

Summary and Discussion

Relative to previous multispectral sensors, HSI sen-
sors offer superior spectral resolution that allows de-
tailed background characterization and material-
identification-related applications. These capabilities
employed in conjunction with other remote sensing
modalities can further enhance the combined system
performance. The potential payoff of fusing HSI data
with data from other sensors has been illustrated in
this article. FOPEN SAR compensates for the lack of

FIGURE 9. HRI image with detected edges (left); background classification from sharpened HSI data overlaid with
HRI-derived edges (middle); and target detection on sharpened HSI data (right). Background boundaries in the sharp-
ened HSI are enhanced with the edges derived from the HRI image. The image on the right depicts the combined re-
sults of spectral matched filtering and spatial edges over regions with anomaly detections from HSI. Red and green
colors each represent different types of vehicle paints; the detections are bounded by the edges shown in blue.
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surface penetration capability in HSI caused by the
HSI sensor’s passive sensing function. The fact that
SAR and HSI sense different phenomena also helps
in reducing false detections. HSI’s other shortcoming
is suboptimal spatial resolution due to the trade-off
with fine spectral resolution. A panchromatic HRI
image, typically with much better spatial resolution,
provides additional spatial enhancement on target de-
tection and background delineation derived from
HSI data.

Coordinated data collection is required to demon-
strate multisensor fusion performance. The platforms
should be relatively stable and capable of georeferenc-
ing to allow multisensor coregistration for data fu-
sion. For the purpose of algorithm development and
assessment, spatial and spectral ground truth support-

FIGURE 10. Fabric and additional object identification. An enlarged view of the vehicle
detections is on the right. The vehicle size and orientation can be determined from the
bounding edges. Objects are classified as large vehicles (4 m × 8 m) if they are 4 to 7 pix-
els wide and 8 to 11 pixels long. Likewise, objects are small vehicles (3 m × 6 m), if they
are 3 to 5 pixels wide and 6 to 7 pixels long. The colored bar next to each vehicle in the
enlarged image depicts the vehicle’s size, orientation, and paint type.

ing all participating sensors is also required to fully
realize the system performance. While there have
been some multisensor data collections to date, they
were typically focused on a single sensor rather than
designed synergistically for multisensors. In general,
these data are not optimally suited for data/image fu-
sion demonstration. For the SAR-HSI fusion ex-
ample we provided, coregistration was accomplished
by manual selection of tie points over a small com-
mon area of SAR and HSI. Simulated data with per-
fect coregistration were used for the HSI and HRI
fusion example.

In this article, we demonstrated the framework of
HSI fusion with FOPEN SAR and HRI data by using
various sources of data. P-3 SAR UWB data and
HYDICE HSI data from the Dixie-97 data collection
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over Vicksburg, Mississippi, were used for SAR-HSI
data fusion. Targets in the forest background of this
data set included fabric nets and vehicles. Principal-
component analysis on the HSI data was shown to al-
low effective spectral dimension reduction and fea-
ture extraction for terrain characterization and
fabric-net detection. SAR-HSI feature fusion was ac-
complished with a coregistration of the images by us-
ing references to terrain features. The fusion results
showed detection of a vehicle under a fabric net and
reduction of SAR false alarms due to trees. A case of
SAR detection was also confirmed by HSI material
matching with military vehicle paint.

The Dixie-97 example demonstrates the UHF
SAR’s capability of penetration through nets. How-
ever, the detections come with significant false alarms
from trees. Background classification and anomaly
detection from HSI data reduce SAR false alarms in
target detection, as illustrated in the Dixie-97 ex-
ample. Additional target processing of UHF SAR
data with template matching and HSI material iden-
tification will both enhance target detection and re-
duce false alarms.

For HSI-HRI data fusion, sharpening approaches
were investigated and implemented on a combined
HSI and HRI data set. The sharpened hyperspectral
image retained the spectral signatures of the extended
area and in general appeared visually sharper. Spectral
features of objects smaller than the original HSI reso-
lution, however, were not fully resolved through
sharpening, due to the underdetermined nature of the
reconstruction of the sharpened HSI. Thus the utility
of sharpening alone is limited. Further analysis was
conducted to combine respective high-spectral and
high-spatial resolution information from HSI and
HRI data; this HSI-HRI fusion demonstrated en-
hanced background characterization as well as target
detection and identification performance. Anomalies
detected from HSI data were used to cue for target
detection and identification in the combined analysis.
Spatial image processing was applied to HRI for edge
delineation. As the result of combined analysis, target
size, shape, and material were determined.
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