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M This article recounts the development of radar signal processing at Lincoln
Laboratory. The Laboratory’s significant efforts in this field were initially driven
by the need to provide detected and processed signals for air and ballistic missile
defense systems. The first processing work was on the Semi-Automatic Ground

Environment (SAGE) air-defense system, which led to algorithms and
techniques for detection of aircraft in the presence of clutter. This work

was quickly followed by processing efforts in ballistic missile defense, first in

surface-acoustic-wave technology, in concurrence with the initiation of radar

measurements at the Kwajalein Missile Range, and then by exploitation of the

newly evolving technology of digital signal processing, which led to important
contributions for ballistic missile defense and Federal Aviation Administration
applications. More recently, the Laboratory has pursued the computationally

challenging application of adaptive processing for the suppression of jamming

and clutter signals. This article discusses several important programs in these

areas.

HE HISTORY OF RADAR signal processing at Lin-

I coln Laboratory had its genesis in research ef-

forts undertaken at the MIT Radiation Labo-
ratory during World War II [1]. These efforts, along
with similar efforts at Bell Telephone Laboratories
(2, 3], provided a theoretical foundation for many
important developments in signal processing at many
organizations during the ensuing years [4]. With the
formation of Lincoln Laboratory in 1951, this theo-
retical foundation was initially applied to programs in
air defense. Soon, however, the stringent needs of bal-
listic missile defense required the application of both
signal processing theory and practice. Subsequently,
signal processing requirements from fields as diverse
as air traffic control, space surveillance, and tactical
battlefield surveillance also stimulated the develop-
ment and implementation of powerful new signal
processing techniques and technology.

The essence of signal processing is its combination
of theory, efficient computational algorithms, and the
implementation of these algorithms in hardware.
One interesting aspect of the history of radar signal
processing at Lincoln Laboratory is the transference

of techniques developed for one mission area to other
mission areas. For example, Lincoln Laboratory’s ef-
forts on air defense were applied to the needs of air
traffic control, satellite communication contributed
to developments in space surveillance, and speech
processing and solid state physics both contributed
significantly to radar signal filtering. Particularly sig-
nificant have been the pathfinding efforts in digital
signal processing, and the successful application of
this field to many important problems across various
areas of application.

The SAGE Air-Defense System

In the early 1950s Lincoln Laboratory participated in
the first application of digital technology to radar
signal processing. The Semi-Automatic Ground En-
vironment (SAGE) Air Defense System was under de-
velopment, and there was a need to transmit target
information from the radars over narrow-bandwidth
telephone lines to the direction centers. The solution
to this problem was the sliding-window detector il-
lustrated in Figure 1. The name sliding window refers
to the short length of time that a rotating antenna’s

VOLUME 12, NUMBER 2, 2000 LINCOLN LABORATORY JOURNAL 297



e PURDY, BLANKENSHIP, MUEHE, STERN, RADER, AND WILLIAMSON
Radar Signal Processing

beam dwells upon a target. Each implemented range
gate was assigned an accumulator. In each range gate
the video output from each radar pulse was sampled
and subjected to an initial threshold. This output was
assigned a “1” value and added to the accumulator if
the initial threshold was exceeded. A “0” value meant
no detection and “1” was subtracted from the accu-
mulator. The accumulator was never allowed to go
below zero. A target was declared when the sum in the
accumulator exceeded a second threshold, as shown
in Figure 1(b), and the end of the run was declared
when the sum in the accumulator fell below a third
threshold. The midpoint between these declarations
was generally used as the azimuth estimate of the tar-
get, as shown in Figure 1(c). In the absence of a target
the receiver noise would normally cause the accumu-
lator sum to hover well below the second threshold.
The sliding-window detector approximated what a
human operator would do in deciding on the pres-
ence of a target on a radar plan-position-indicator
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FIGURE 1. The sliding-window detector, operating with
ideal signal input. (a) The binary-quantized video signal after
the application of an initial threshold to the range gate of in-
terest. (b) The accumulation of the binary count of succes-
sive returns from the range gate during one radar-beam-
width traversal time. (c) The resulting binary sequence
showing detection of the target when the count exceeds an-
other threshold p. The beam-split estimate of azimuthal po-
sition corresponds to the midpoint of the interval during
which the cumulative sum exceeds the threshold u [5].
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(PPI) display, and produced approximately the same
noncoherent integration gain as does the human op-
erator. For each detection a single digital word con-
taining range, azimuth, and strength of target was as-
sembled and sent over the telephone line. Analyses of
the performance of the sliding-window detector were
reported by Gerald P. Dinneen and Irving S. Reed
[6]. The sliding-window detector, which was later re-
named the common digitizer, became the standard
method for detection in long-range ground-based
surveillance radars for both air traffic control and
military applications.

Ballistic Missile Defense

With the increasing ballistic missile threat in the
1950s, the Laboratory became heavily involved in de-
veloping signal processing technology to address the
increasingly sophisticated radar signals that were used
to make measurements on ballistic missile reentry
complexes. The theoretical basis for radar signal de-
sign was advanced by the application of radar ambi-
guity-function analysis, especially in high-clutter en-
vironments [7, 8]. The problem then became one of
identifying the appropriate technology for hardware
implementation. Initial efforts used commercially
available technology and were of limited capability
[9]. Fortunately, technology was advancing, and two
application areas that were unique to the Laboratory
proved to be particularly successful: surface-acoustic-
wave signal processing and digital signal processing.

Surface-Acoustic-Wave Signal Processing

In the late 1960s a number of researchers around the
world became interested in the potential use of sur-
face acoustic waves (SAW) for providing new types of
compact filters that could operate in a frequency
range from a few tens of hertz up to a few gigahertz.
Among other applications, the projected device pa-
rameters seemed well matched to implementing ana-
log pulse-compression filters for radars. As a result,
the development of SAW devices for military use be-
gan in several laboratories. One of the earliest efforts
was established at Lincoln Laboratory under the lead-
ership of Ernest Stern [10-12]. In the late 1960s this
group began to pursue the development of SAW de-

vices for radar and communications applications.
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The First Reflective Array Compressors
The challenge for SAW technology was to achieve

sufficiently precise devices with the right combina-
tions of correlation time and bandwidth to be useful
in radar systems. The earliest SAW dispersive delay
lines for use as radar-pulse compressors employed a
metallic pattern of interdigitated electrodes deposited
on the surface of a piezoelectric crystal such as
lithium niobate [13, 14]. The electrodes launched an
acoustic wave on the crystal surface; the electrode pat-
tern was arranged so that it would be responsive to
the specific received signal. This interaction yielded
the desired chirp response. The approach worked rea-
sonably well for bandwidths of a few tens of mega-
hertz and for time-bandwidth products of one hun-
dred or less, but it failed to yield sufficiently precise
response and low sidelobes when tried at higher time-
bandwidth products.

Results obtained previously with some low-band-
width acoustic filters [15] suggested to the Lincoln
Laboratory SAW group that reflection of SAW's from
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FIGURE 2. A phase-compensated reflective-array compres-
sor, or RAC. The input transducer converts an electrical sig-
nal into a surface acoustic wave (SAW) that propagates
along the surface of the crystal. The grating etched into the
crystal reflects the wave at a position determined by the in-
put frequency and the local spacing of the grooves in the
grating. High frequencies reflect close to the input trans-
ducer, while low frequencies reflect at the far end of the grat-
ing. A second reflection sends the SAW to the output trans-
ducer, where it is converted back into an electrical signal.
The desired delay versus frequency is set by the geometry of
the device. Deviations from the desired response can be
trimmed out by a metal film of varying width deposited on
the device.

arrays of grooves etched into the crystal surface could
yield a more nearly ideal device response than that
obtained with metallic electrode arrays. To explore
this hypothesis, the SAW group realized that experi-
ments were needed to elucidate the physics of surface
wave reflections, new technology was needed to litho-
graphically define and etch the reflective arrays, and
new device models and design techniques had to be
developed.

A great deal of the technological groundwork for
this process was established during 1971. By 1972,
fabrication of the first reflective-array compressor
(RAC) was initiated; this device is illustrated in Fig-
ure 2. The first RAC device was a linear-FM filter
with a 50-MHz bandwidth (on a 200-MHz carrier)
matched to a 30-usec-long waveform [16-18]. This
arrangement yielded a time-bandwidth product of
1500, more than an order of magnitude greater than
that achieved by interdigital-electrode SAW devices
[19]. The response was remarkably precise; the phase
deviation from an ideal linear-FM response was only
about 3° root mean square (rms). Pairs of matched
RAC:s were used in pulse-compression tests in which
the first device functioned as a pulse expander and the
second as a pulse compressor. The compressed
pulsewidths and sidelobe levels were near ideal.
Armed with these encouraging results, researchers
took the next step by developing RAC devices for spe-

cific Lincoln Laboratory radars.

RAC Pulse Compressors for the ALCOR Radar

The ARPA-Lincoln C-band Observables Radar, or
ALCOR [20], on Roi-Namur, Kwajalein Atoll, Mar-
shall Islands, had a wideband (512 MHz) 10-usec-
long linear-FM transmitted-pulse waveform (see the
article entitled “Wideband Radar for Ballistic Missile
Defense and Range-Doppler Imaging of Satellites,”
by William W. Camp et al., in this issue). ALCOR
was a key tool in developing discrimination tech-
niques for ballistic missile defense. The wide band-
width yielded a range resolution that could resolve in-
dividual scatterers on reentering warhead-like objects.
This waveform was normally processed with the
STRETCH technique, which is a clever time-band-
width exchange process developed by the Airborne
Instrument Laboratory [21, 22]. The return signal is
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mixed with a linear-FM chirp and the low-frequency
sideband is Fourier transformed to yield range infor-
mation. For a variety of reasons, the output band-
width and consequently the range window were lim-
ited. For example, the ALCOR STRETCH processor
yielded only a thirty-meter data window. Therefore,
examination of a number of reentry objects, or the
long ionized trails or wakes behind some objects, re-
quired a sequence of transmissions.

This sequential approach was inadequate in deal-
ing with the challenging discrimination tasks posed
by reentry complexes, which consist not only of the
reentry vehicle, but also a large number of other ob-
jects, including tank debris and decoys, spread out
over an extended range interval. What was needed
was a signal processor capable of performing pulse
compression over a large range interval on each pulse.
Lincoln Laboratory contracted with Hazeltine Labo-
ratory to develop a 512-MHz-bandwidth all-range
analog pulse compressor employing thirty-two paral-
lel narrowband dispersive bridged-T networks built

N

FIGURE 3. The ALCOR all-range wideband analog pulse
compressor developed jointly by Lincoln Laboratory and
Hazeltine Laboratory.
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FIGURE 4. RAC sidelobe performance in compressing a
10-usec 512-MHz-bandwidth pulse. (a) The compressed
pulse and its sidelobes on a 1-GHz carrier frequency, shown
on alinear scale. (b) The envelope of the compressed pulse
and its sidelobes on a logarithmic scale of approximately 6
dB per division. The horizontal scale on both graphs repre-
sents 5 nsec per division.

out of lumped components, to cover the bandwidth.
The resulting processing unit, shown in Figure 3, was
large (it filled about seven relay racks) and complex,
and it required a great deal of tweaking to yield rea-
sonable sidelobes. Cost and complexity loomed large
when plans were made for a series of reentry tests in
which matched pairs of pulse compressors would be
required. In a parallel effort, the Lincoln Laboratory
SAW device group was challenged to develop pulse
compressors that could meet the all-range needs of

ALCOR. This task would mean extending the band-
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width of SAW RAC technology by an order of magni-
tude, which would increase the time-bandwidth
product well beyond that achievable with any existing
analog device technology.

During 1972 and 1973, Lincoln Laboratory devel-
oped a 512-MHz-bandwidth (on a 1-GHz interme-
diate frequency [IF]) 10-usec RAC linear-FM pulse
compressor [23]. In ALCOR, an active circuit with
feedback generated the linear-FM chirp, so that the
RAC devices were to function as all-range pulse com-
pressors matched to that waveform. To suppress range
sidelobes, a Hamming window was built into the
RAC devices by varying the etch depth of the grooves
as a function of position.

Midway in the development effort, significant dif-
ficulty was encountered in achieving sufficiently pre-
cise amplitude and phase responses. Subtle litho-
graphic and etching effects yielded errors in groove
depths and positions that measured only a few tenths
of a nanometer, but these very small errors were large
enough to degrade the compressed-pulse sidelobes
significantly. A trimming technique was developed to
achieve an adequately precise response. This tech-
nique required measuring the device and the subse-
quent deposition of a corrective metal pattern of vary-
ing width on the crystal surface of the RAC, as
illustrated in Figure 2. The resulting precision al-
lowed for a phase response that was precise to about
2.5° rms, or about one part per million over the 5120
cycles of the waveform. This response yielded near-in-
range sidelobes in the —35-dB range, whereas far-out
sidelobes rapidly fell to better than 40 to 50 dB down,
as shown in Figure 4. In Figure 5, which is a photo-
graph of a RAC developed for ALCOR, the two rain-
bow-colored stripes near the centerline of the crystal
show light that is diffracted from the etched grating.
The phase-compensating varying-width metal film
strip runs down the centerline of the crystal.

Pairs of approximately one-inch-long matched
RAC devices were installed in ALCOR in 1974 and
were used successfully in a series of reentry tests.
These devices proved to be such powerful wide-band-
width signal processors that advances in analog-to-
digital converter technology to capture the output
were required before the capability of the RAC de-
vices could be fully utilized.

Etched
grating

(i

FIGURE 5. The ALCOR RAC processor. The two rainbow-
colored stripes near the centerline of this device are created
by the diffraction of light off the pair of etched gratings. The
varying-width metal film strip running along the centerline
of the device performs phase compensation. This device re-
placed the entire seven-rack processor shown in Figure 3.

RAC Pulse Compressors for the MASR Airborne Radar

Following the positive results with the early RAC de-
vices, SAW technology was considered for a number
of Lincoln Laboratory programs. As the technology
matured, the Laboratory SAW group helped guide
the development and procurement of SAW devices
from outside companies. Some device specifications
fell outside the state of the art, however, and so the
initial development of these more challenging devices
was carried out at the Laboratory. One example was
the pulse compressors required for the experimental
Multiple-Antenna Surveillance Radar (MASR), an
airborne radar for ground surveillance (see the article
entitled “Displaced-Phase-Center Antenna Tech-
nique,” by Charles Edward Mucehe and Melvin La-
bitt, in this issue). This radar employed a 2.5-MHz-
bandwidth pulsed linear-FM waveform with a
duration of 125 usec.

The long pulse in the MASR proved to be a chal-
lenge for SAW technology. A new material, bismuth
germanium oxide, with a low acoustic velocity was
tried. A host of detailed technical obstacles were over-
come in order to adapt the RAC technology to this
new substrate material [24]. The package developed
for MASR incorporated three matched devices: a
pulse expander and two weighted pulse compressors.
Phase errors were less than 2° rms, yielding better
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than —35-dB near-in sidelobes. The RAC devices
played an important part in achieving successful de-

tection of slow-moving ground targets from the
MASR airborne platform.

Fast Spectrum Analyzers for the Infrared
Airborne Radar

Since the 1950s, Lincoln Laboratory and other orga-
nizations have realized that sets of dispersive delay
lines can be used to implement a high-speed analog
Fourier transform by means of the chirp-transform
algorithm. The advent of precision SAW dispersive
delay lines reawakened this interest in the late 1970s.

The high carrier frequency of the coherent Infrared
Airborne Radar (IRAR) provided the unique capabil-
ity of being able to measure the Doppler shift of tar-
get returns with high resolution (approximately one
meter per second) in only a few microseconds. Per-
forming the required Fourier transform for incoming
target returns in such a short time was very challeng-
ing. The task was made even more difficult because
the receiver for this CO, laser-radar system employed
a twelve-element array of photomixers, thus requiring
that spectral analysis be performed on twelve parallel
channels simultaneously. A compact processor con-
sisting of twelve RAC-based chirp-transform units
was developed to accomplish this task. Figure 11 in
the article in this issue entitled “Development of Co-
herent Laser Radar at Lincoln Laboratory,” by Alfred
B. Gschwendtner and William E. Keicher, shows

typical results achieved with this system

Memory Correlators

Whereas reflector gratings are fixed matched filters, a
major effort was invested in realizing programmable
devices capable of responding to a variety of wave-
forms. Chief among these devices are acousto-electric
convolvers [25, 26] that act as matched filters to con-
tinuously changing waveforms for spread-spectrum
communication equipment, such as DARPA’s packet
radio program. These devices achieved bandwidths of
100 MHz and duration times of 10 usec or more. A
programmable matched filter, called a memory cor-
relator, was invented and developed for use in ad-
vanced radar demonstrations, with similar band-
widths and time-bandwidth products [27, 28].
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The Legacy of the SAW Development Effort

The Communications division at the Laboratory at
that time was formulating plans for a new satellite
communications system that would have increased
jamming resistance and capacity for simultaneous
multiple access by many authorized users. Fast fre-
quency hopping [29] had a clear advantage for jam-
ming resistance, since fast hopping implied a short
dwell time on each frequency. The short dwell time
required that the receiver circuitry demodulate the in-
formation in a time period that was too short for the
digital circuitry of the era to accommodate. A fast
SAW spectrum analyzer was developed to meet these
requirements [30], and it was incorporated into two
Fleet Satellite (FLTSAT) extremely high frequency
(EHF) packages (FEP), which were launched as extra
features of the satellites FLT'SAT-7 and -8, launched
in 1986 and 1989, respectively. Each FEP contains
five SAW devices; they have functioned flawlessly in
orbit since launch.

The Laboratory’s demonstration that SAW reflec-
tion gratings could yield precision device response in
matched filters stimulated an interest at a number of
laboratories in applying grating technology to other
purposes. A key advance was the demonstration that a
high-performance resonator could be made [31]. This
development in turn led to two areas of significant
application: low-noise oscillators and narrowband fil-
ters for commercial and military equipment.

The conventional lithographic fabrication technol-
ogy available in the 1970s was not capable of produc-
ing the precise high-resolution large-area patterns re-
quired for SAW devices. For the high-frequency
devices, the lines in the SAW transducers and the re-
flection gratings were less than a micron wide, well
beyond the state of the art at that time. As a result,
considerable effort was spent developing advanced
techniques such as improved pattern generators, elec-
tron-beam lithography, and advanced photoresist
procedures. The Lincoln Laboratory SAW group in-
vented X-ray lithography as a means to reproduce fine
lithographic features [32]. Many elements of ad-
vanced lithography were applicable to a wide range of
devices, not just to SAW devices, and the lithography
effort took on a life of its own. Eventually, a sub-
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micrometer technology group was set up at the Labo-
ratory to pursue advanced lithographic techniques.
When interest in this area grew on the MIT campus,
the Laboratory’s expertise was called upon in the es-
tablishment of the Microsystems Center at MIT. In
addition to transferring lithographic technology, the
Laboratory has continued its own role of leadership
in microcircuit fabrication techniques.

Digital Signal Processing

The development of digital signal processing for radar
at Lincoln Laboratory provides a classic example of
interdisciplinary technology transfer. The original ef-
forts of researchers at Bell Telephone Laboratories,
and by Bernard Gold and Charles Rader at Lincoln
Laboratory [33], were motivated by the desire to
bandwidth-compress speech for more efficient digital
secure-voice communication and to digitally simulate
analog components. This work led to Gold and
Rader’s seminal book on digital signal processing
[34]. The techniques developed during this time were
very powerful, and their immense applicability to sig-
nal processing for ballistic missile defense became
readily apparent [35].

The key realization of the potential for digital sig-
nal processing in radars was the understanding that
ballistic-missile-defense radars are pulsed systems
and, unlike analog signal processing, the digital signal
processing did not need to be time synchronous. If
raw data are digitized [36] and stored in memory, the
available processing time is the time until the next
measurement, not the real-time extent of the mea-
surement itself. This approach, then as it is now, is a
careful balance among the required algorithms, an ar-
chitecture that efficiently but flexibly implements
those algorithms, and the selection of a hardware
technology that meets timeline requirements. Ex-
amples of both the programmable and special-pur-
pose approaches to radar signal processing are de-
scribed below.

The Fast Digital Processor
In the mid-1960s the emergent field of digital signal

processing was becoming more well known. Exciting
new techniques for designing and implementing digi-
tal filters were being published, and the fast-Fourier-

transform (FFT) algorithm in its various incarnations
offered the prospect of drastically reducing the num-
ber of computations necessary to perform important
signal processing functions digitally (primarily multi-
plications, which were time-consuming operations on
a general-purpose computer).

At Lincoln Laboratory there was growing frustra-
tion among researchers over the inadequacy of the
general-purpose computer technology of the day for
performing  digital-signal-processing  calculations
with any kind of reasonable speed, notwithstanding
computationally efficient algorithms such as the FFT.
Thus in 1967, a team led by Gold, Rader, and Paul
McHugh conceived the architecture and instruction
set for the Fast Digital Processor (FDP) [37, 38]. Al-
though, as mentioned above, a driving motivation
was to simulate developmental speech-coding algo-
rithms in real time or near real time, the overarching
goal of the project was to achieve a design represent-
ing an optimum balance for digital-signal-processing
applications between the computation throughput-
rate potential offered by a purely special-purpose ar-
chitecture and the flexibility afforded by a general-
purpose computer. The result was a programmable
machine, architecturally optimized for digital-signal-
processing computations, that offered the prospect of
approximately two hundred times the throughput
rate of a general-purpose computer for many digital-
signal-processing applications through a combination
of advanced digital integrated-circuit technology
(emitter-coupled logic), architectural parallelism, in-
struction pipelining, and clever specialized architec-
tural features (e.g., a “bit-reversed add” to facilitate
radix-2 FFT address calculations).

The FDP architecture, illustrated in Figure 6, used
distinct structures for the program and data memo-
ries, and it used a semimicrocoded instruction set.
The FDP featured a 512 X 36-bit program memory
to support the wide instruction-word format, which
was physically separate and distinct from two simul-
taneously accessible 1024 X 18-bit data memories
(extendable to 4096), all of which were implemented
with semiconductor-memory technology. The archi-
tecture also incorporated four identical 18-bit, twos-
complement, fixed-point arithmetic elements, as il-
lustrated in Figure 7, which could be operated
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concurrently and independently by virtue of the lati-
tude provided by the 36-bit-wide instruction word.
The FDP designers were among the first in the field
of digital signal processing to recognize the so-called
multiply-accumulate operation as the most elemental
digital-signal-processing  computational  building
block, and the complex multiply as fundamental to

FFT calculations. Therefore, the arithmetic elements
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FIGURE 6. The Fast Digital Processor (FDP) architecture.
The FDP itself comprised approximately 15,000 emitter-
coupled-logic integrated circuits, dissipated about 2.5 kilo-
watts of power, and occupied about 200 cubic feet of vol-
ume. As technology evolved, an equivalent amount of
computing power could be realized in a few cubic feet. Such
machines were known as array processors.
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were configured and interconnected to facilitate these
critical types of operations. The FDP was also
equipped with flexible and powerful data-memory
address-calculation mechanisms to further enhance
efficiency and performance for a wide class of digital-
signal-processing functions.

The timing of the FDP was based on a three-deep
instruction pipeline comprising three 150-nanosec-
ond epochs, which overlapped instruction fetch with
instruction decode/data-memory access and arith-
metic-element operations. In principle, it was pos-
sible to perform four arithmetic operations and four
local-data transfers per 150-nanosecond epoch, repre-
senting a peak theoretical throughput rate of approxi-
mately 53 million instructions per second (MIPS).
The four-quadrant multiplier, the single most costly
component in the arithmetic elements in terms of
hardware complexity, was implemented as fully in-
stantiated combinatorial-logic arrays based on a
modified Booth’s algorithm, and required 450 nano-
seconds to produce a signed 36-bit product. To miti-
gate this extra delay, other operations could be con-
ducted within an arithmetic element while a
multiplication was in process.
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FIGURE 7. FDP arithmetic-element structure. The design
showed parallelism in several forms, including dual data
memories, four identical arithmetic elements, and a separate
program memory. These features provided enhanced perfor-
mance, particularly when computing complex arithmetic.
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FIGURE 8. The FDP facility at Lincoln Laboratory in 1970, which included a Univac 1219 general-purpose host
computer. The arithmetic/logic unit incorporated a full 18-bit, twos-complement adder/subtractor, supported all
Boolean functions, and included linkages for extended-precision calculations. The 18 x 18-bit four-quadrant mul-
tiplier was based on a modified Booth's algorithm, and was implemented as a full combinatorial array using

single-bit adders.

Actual design and fabrication of the FDP were car-
ried out at Lincoln Laboratory during the time frame
from 1968 to 1970, and represented no mean engi-
neering feat. Some of the innovative layout and pack-
aging concepts incorporated in the FDP came from
the people in the Engineering division who had been
building the Lincoln Experimental Satellites (LES).
To achieve the desired performance goals for the FDP,
the design and fabrication team needed to capitalize
on the then state-of-the-art Motorola MECL II
small-scale and 10k medium-scale digital integrated-
circuit technologies. This effort required the develop-
ment of novel and sophisticated design methodolo-
gies heretofore unheard of in digital system
implementations, because of the high speed of the
logic and the finite speed of electrical-signal propaga-
tion. For example, all data, control-signal, and clock-
distribution paths required careful attention to physi-
cal length, signal quality, and impedance control for

reliable and predictable operation. The design prac-
tices pioneered in the construction of the FDP even-
tually became commonplace within the digital design
community as experience with ultrahigh-speed digi-
tal-circuit technology grew. Figure 8 shows the fin-
ished FDP facility, which included a Univac 1219
general-purpose host computer. The FDP proper
comprised approximately 15,000 integrated circuits,
dissipated about 2.5 kilowatts of power, and occupied
nominally 200 cubic feet of space.

Although not easy to program, the FDP proved to
be a unique, versatile, and powerful asset, as had been
hoped. For example, a two-pole digital resonator or a
radix 2 FFT “butterfly” could be executed in approxi-
mately 1.2 usec. The architecture, though optimized
for digital filtering and FFT computations, was still
general enough to be useful for other types of nu-
meric computation, and it even supported extended-
precision and floating-point operations. As a testi-
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FIGURE 9. The first stand-alone compact linear predictive
speech coder, or LPC vocoder, which served as a major
driver and motivating force for the next-generation commer-
cial secure telephone units (STU-III) introduced into gov-
ernment service during the early 1980s. This vocoder was
based on the state-of-the-art commercial single-chip digital-
signal-processing microcomputers available at that time.

mony to its flexibility, the first real-time implementa-
tion of a 2400-bit-per-second linear predictive speech
coder (LPC), which involved numerical computa-
tions far less regular and structured than those of a
digital filter or an FFT, was successfully demonstrated
on the FDP in the early 1970s [39, 40].

This work led to a series of increasingly compact
specialized digital signal processors for real-time
implementation of LPC and other digital voice-com-
pression algorithms, such as the first stand-alone LPC
vocoder shown in Figure 9. This work culminated in
the DARPA-sponsored Speech Processing Peripheral,
which was a direct precursor to the next generation of
secure telephone units, or STU-IIIs, introduced into
government service during the early 1980s.

The FDP also proved useful in radar signal pro-
cessing applications, where it was capable of real-time
performance if appropriate specialized adjunct hard-
ware components were provided when necessary
(e.g., an external corner-turning buffer memory) and
the range-Doppler space of experimental interest was
suitably restricted. For example, in the early 1970s
the Federal Aviation Administration (FAA) was ex-
ploring signal processing techniques that might pro-
vide a cost-effective performance upgrade for the then
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existing generation of airport surveillance radars
(ASR). The FDP was connected to a remote ASR
transceiver through a custom-designed duplex data
link, and was used for the development and real-time
evaluation of novel Doppler-processing techniques
for clutter mapping. The FDP simulation experi-
ments proved that a special-purpose digital-signal-
processing hardware adjunct to the ASR sensor could
be both effective and economical [41, 7]. Also, in a
similar time frame, the FDP/data-link facility was
used as part of the Long-Range Demonstration Radar
project to develop moving-target-indication (MTI)
algorithms for surface vehicles or other relatively
slow-moving objects amidst heavy ground clutter in
defense applications. In particular, these processors
allowed engineers to implement and perform
real-time evaluations of experimental Doppler-pro-
cessing, post-detection integration, and statistical-de-
cision algorithms [42].

Although it was a one-of-a-kind machine, the FDP
proved the value of programmable machines oriented
toward digital signal processing, and it served as a
motivator for the first generation of commercial off-
the-shelf programmable digital-signal-processing ac-
celerators that reached the marketplace during the
1970s, offered by such manufacturers as Computer
Signal Processors, Signal Processing Systems, and
Floating Point Systems.

Digital Convolver System
An early application of the special-purpose approach

to digital signal processing arose from initial research
for the U.S. Army in the early 1970s on an all-solid-
state radar for ballistic missile defense, which led to
the development of a conceptual L-band radar called
the Advanced Fielded Array Radar (AFAR). The L-
band radar concept used solid state transmit modules;
consequently, it required long waveforms for detec-
tion as well as short waveforms for tracking. The need
for a large bandwidth to provide adequate range reso-
lution led to a large waveform repertoire with a wide
diversity of time-bandwidth products. This repertoire
precluded the use of analog filters, in that there sim-
ply would have been too many fixed filters.

The flexibility of digital signal processing [43] sug-
gested that a suitable digital processor design would
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provide a solution, as long as the processing could be
done in real time (i.e., in the total time available). The
result was the Digital Convolver System (DCS) [44],
which was intended to provide the required flexible
real-time matched filtering of large numbers of wave-
forms, some with large time-bandwidth products.
The design was based on fast-convolution techniques
[45], and provided for a 16,384-point radix-4 FFT,
clocked at 30 MHz, to achieve a throughput data rate
of one 16k FFT every 136 microseconds [46].

Two innovations at the time were the use of a hy-
brid floating-point data format and CORDIC (coor-
dinate-rotation digital computer) [47] rotators in the
FFT. The hybrid floating-point format uses a com-
mon exponent for both the real and the imaginary
parts of the complex data at each stage of the FFT cal-
culation, and it was sometimes referred to as vector
floating point. This approach greatly alleviated the
computational hardware complexity of the system
(48, 49]. Similarly, the CORDIC rotator provided a
computationally efficient implementation of the
complex multiplications required in the FFT. An-
other innovation was based on the observation that

Doppler processing using the fast-convolution ap-
proach did not require the repetitive use of the for-
ward FFT. Rather, a single forward transform fol-
lowed by multiple inverse transforms was sufficient.
The resulting reduction of the hardware requirements
(by roughly one half) was significant.

Figure 10 illustrates the DCS architecture. The
system includes a temporary storage memory, a refer-
ence-function memory, and a multiplier system. The
temporary storage memory holds the forward-trans-
formed data and sends the data through the fre-
quency-domain multiplier for multiple inverse trans-
forms. The core of the system is the pipelined FFT
(50, 51], which is shown in detail in Figure 11. The
most important feature of this system is that the
interstage delay-line memories are reconfigurable,
which allows the same set of hardware to provide
both forward and inverse transforms of 4k, 8k, or 16k
points, while also allowing the data to be read into the
forward FFT and out of the inverse FFT in normal
order. Figure 11 shows seven elementary computa-
tion elements and six interstage-delay memory ele-
ments, which are reconfigured depending on the size
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FIGURE 10. The Digital Convolver System (DCS) architecture. This system exploits the fact that
Doppler processing of radar waveforms uses Doppler-shifted versions of a single reference func-
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and inverse transforms. The penalty is an increased amount of data routing, but this penalty is more than out-
weighed by the savings in hardware that would be incurred if two complete transform systems had to be built.

of the transform and whether a forward or inverse
transform is being performed. This process is indi-
cated by the two major paths through the figure.
The concept of implementing the signal process-
ing by using digital technology was relatively new at
the time. The potential for achieving highly accurate
processing, however, was enormous. The DCS dem-
onstrated and certified this potential by achieving a
computational noise floor with spurious peaks ap-
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proximately 63 dB down, as shown in Figure 12, a re-
sult that proved the viability of the hybrid floating-
point approach.

The DCS [52] used mostly emitter-coupled logic
10k-series integrated circuits to meet the throughput-
rate requirements. One large multiplexed memory,
however, used MOS technology, and there were a few
transistor-transistor-logic interface circuits. The DCS
had about 27,500 integrated circuits and consumed
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FIGURE 12. The DCS computational noise floor is achieved
by using hybrid floating-point arithmetic. The results
achieved by the DCS demonstrated that digital-signal-pro-
cessing techniques have a performance potential limited
only by the word length used.

15 kW of power. At its completion in 1979, the DCS,
shown in Figure 13, was the fastest and largest pipe-
lined FFT processor that had yet been built.

The FAA: The Moving-Target Detector and the
Parallel Microprogrammed Processor

In 1972 the FAA brought a radar problem to Lincoln
Laboratory. The FAA was in the process of developing
the Automated Radar Terminal System (ARTS-3),
with the aim of computerizing air-traffic-control dis-
plays at airports. They had successfully automated the
Air Traffic Control Radar Beacon System, and in so
doing provided automatic track acquisition and up-
dating for all beacon-equipped aircraft (secondary
radar). They had been unsuccessful, however, in auto-
mating the primary, or skin-tracking, radar. The pri-
mary radar produced too many clutter-related false
alarms and missed detections as a result of the tech-
niques employed to deal with the clutter.

With the advent of medium-scale integrated cir-
cuits around 1970, many new signal processing algo-

FIGURE 13. The DCS in 1979. At that time it was the fastest and largest pipelined FFT proces-
sor ever built. The system was large; it was comparable to the ALCOR all-range processor
shown in Figure 3, but with an order-of-magnitude improvement in performance.
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rithms were developed. This evolving integrated-cir-
cuit technology allowed digital sampling and filtering
of an ASR’s single-scan output in over three million
range-azimuth-Doppler cells. Thresholding algo-
rithms (which are described later in this article) could
then be employed for the type of clutter found in
each resolution cell (i.e., ground clutter in each zero-
velocity Doppler cell could be thresholded by using a
digitally stored ground-clutter map), thus avoiding
false alarms while keeping all of the resolution cells as
sensitive as possible for the detection of aircraft. This
type of processor was named the moving-target detec-
tor (MTD) to distinguish it from the now old-fash-
ioned moving-target indicator (MTI). An initial exer-
cise using Lincoln Laboratory’s FDP [37, 41] verified
the usefulness of these algorithms over a small eight-
nautical-mile by 45° sector. This advance was fol-
lowed by full-scale development and testing of the
MTD, led by Charles Edward Muehe. Two versions
of this processor were built. In the MTD-1 the algo-
rithms were hard wired into the processor [53], and
in the MTD-2 [54] the algorithms were implemented
as software in a parallel microprogrammed processor
(PMP) [55]. The MTD-2 found its way into at least
six different types of surveillance radars, including
both ground-based and airborne radars.

The MTD Class of Radars

The MTD radars incorporate a number of novel sig-
nal processing techniques. The older MTI radar’s
staggered pulse-repetition-frequency (PRF) wave-
form, which was used to ameliorate blind speeds, is
replaced in both the MTD-1 and the MTD-2 by a
multiple-PRF waveform, wherein about eight pulses
at one PRF in a coherent processing interval are alter-
nated with a coherent processing interval with a 20%
different PRE The receiver maintains linearity over
the full dynamic range of the analog-to-digital con-
verters. For each coherent processing interval a bank
of digital filters, each designed to maximize the sig-
nal-to-clutter ratio, is implemented in each range
gate. Several forms of detection thresholding are used,
depending on the statistics of the expected clutter re-
flections in each filter. An algorithm is employed to
flag range gates that contain interfering pulses.

To cause a uniform presentation on the plan-posi-
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tion-indicator (PPI) display in the presence of ground
clutter, older MTT radars employed amplifiers in the
MTT channel that were limited to about 20 dB above
the receiver noise [56]. This limiting spreads the clut-
ter spectrum and reduces the MTT subclutter visibil-
ity to at most about 20 dB. The MTD, on the other
hand, has a measured subclutter visibility of 42 dB,
which is in turn limited by the receiver’s dynamic
range. Because the spatial statistics of ground clutter
are highly non-Gaussian, both MTD radars use a
clutter map for thresholding the zero-velocity Dop-
pler filter. Older MTT radars have a notch-at-zero
Doppler, and thus they cannot detect a crossing target
that has a near-zero radial velocity. The clutter map
allows detection of crossing aircraft, which would
usually present large reflections from their fuselages
when crossing or are in a low ground-clutter region
because of ground shadowing. As a consequence of
this detection capability, the MTD is said to have
superclutter and interclutter visibility.

The high pulse-to-pulse correlation of rain-clutter
returns, together with noncoherent binary integra-
tion, caused the sliding-window detector used in
older MTT radars to exhibit a high false-alarm rate in
rain. The strictly coherent integration for each of the
MTD’s nonzero Doppler filters, together with thresh-
olds based on the mean clutter level within 0.5 nmi
of each thresholded range-Doppler cell, keeps the
MTD’s false-alarm rate under excellent control. The
update of the zero-velocity ground-clutter thresh-
olding map is adjusted so that it also keeps up with
changing rainstorm backscatter as the storm passes
through the radar’s coverage. Because multiple PRFs
are used, the target appears in a different filter on suc-
cessive coherent processing intervals (unless it has the
same radial velocity as the storm), resulting in a good
chance of detection. The MTD’s constant PRF in
each coherent processing interval, instead of the older
MTT radar’s staggered pulse-repetition intervals, al-
lows the illumination of second-time-around clutter,
which is filtered in the same way as close-in clutter.

For each threshold crossing, a primitive report is
sent to the MTD’s post-processor, giving the ampli-
tude, range, azimuth, Doppler-filter number, and
PRE. Reports that appear to come from the same tar-
get are interpolated for the best estimate of the target’s
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FIGURE 14. The moving-target detector (MTD-1) at the Fed-
eral Aviation Administration (FAA) facility in Atlantic City,
New Jersey, in 1974. The MTD-1 was extensively tested in
competition with a modern digitized version of the moving-
target indicator (MTI) delay-line canceler.

amplitude and position and are used for target-track
initiation and updating. Also in the post-processor,
area thresholds are maintained to control excess false
alarms, particularly from bird flocks. Each area of
about sixteen square nautical miles is divided into
several velocity regions. The threshold in each region
is adjusted on each scan to achieve the desired limit
on false alarms without raising the threshold so high
that small aircraft are prevented from being placed in
track status. The post-processor also implements a
map of small areas, only a few resolution cells in ex-
tent, in which the clutter return is so high that false
alarms occur repeatedly. Detection in these areas is
censored.

The MTD-1 was initially tested at Lincoln Labo-
ratory by using an S-band AN/FPS-18 radar with a
klystron transmitter that had been modified to im-
prove its stability. The MTD-1, which is shown in
Figure 14, was transferred in late 1974 to the FAAs
radar test facility near Adantic City, New Jersey,
where it was connected to an ARTS-3 radar. The FAA
[57] and Lincoln Laboratory engineers tested the
MTD-1 extensively. Figure 15 shows the results of ra-
dar detection tests of small aircraft in rain. Figure
15(a) shows the extent of rain clutter, and Figure
15(b) shows the detection and automatic tracking of
a number of aircraft for about four minutes. The ver-
tical track at the center is detection of automobiles on
a road. Later improvements included automatic
elimination of moving road vehicles. A competition
[58] was held between the MTD and the RVD-4,
which was an advanced version of the sliding-window
detector that estimated the correlation of rain-clutter
returns and readjusted the thresholds appropriately.
In this competition the MTD radar’s false-alarm and
target-detection performances proved to be markedly
superior to those of the RVD-4.

In December 1975, the U.S. Air Force Air Defense
Command arranged to test the MTD-1 in the pres-
ence of active electronic countermeasures and chaff
[59]. An Air Force EB-57 equipped with four hun-
dred pounds of chaff along with swept, spot, and bar-
rage jammers was used for the test. The EB-57 and
another test aircraft were detected with nearly unity
blip scan ratio as they flew through the chaff. These
tests demonstrated the superior detection perfor-
mance of the MTD-1 in chaff and jamming, accom-
panied by a low false-alarm rate.

With the establishment of the superior perfor-
mance of these techniques in both military and civil-
ian environments, it was not long before contractors
were proposing using these techniques on most new
air-defense radars and on new developments in air-
traffic-control radars.

The MTD-2 and the Parallel

Microprogrammable Processor

By 1975 the FAA had decided that the MTD class of
radars was an effective solution to the problem of de-
tecting aircraft in high-clutter environments, but
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FIGURE 15. Performance of the MTD in heavy precipitation and ground clutter. This figure shows the detection of a small target
aircraft in rain (a) with normal video, before the installation of the MTD, and (b) after the installation of the MTD. Notice the ab-
sence of false returns and the continuous tracking in the MTD image, even of aircraft with zero radial velocity. The target air-

craft is a single-engine Piper Cherokee.

there were reservations concerning its complexity. Be-
cause the algorithms were embedded in the hardware,
it would take a digital engineer or a highly trained ra-
dar technician to diagnose troubles. Lincoln Labora-
tory was encouraged to consider alternative designs
that would relieve the logistic and maintenance prob-
lems that might arise. At that time, the concept of
parallel processing was just evolving, and the notion
that many signal processing problems lent themselves
to architectures that applied a single, relatively rudi-
mentary algorithm to multiple data sets was one of
the innovative realizations of the power of digital sig-
nal processing. The parallel microprogrammed pro-
cessor, or PMP [55, 60], was an important early ex-
ample of this kind of architecture.

The PMP was an SIMD (single-instruction mul-
tiple-data-stream) computer consisting of a number
of processing modules (typically two to eight), all
served by one control unit. This type of system was
seen as particularly appropriate for a surveillance ra-
dar such as the ASR, because the same algorithms are
used for each range gate. One PMP module served
ten nautical miles of range in an ASR. An extra pro-
cessing module served as a spare, to be switched in
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when a fault was detected in the primary module.

A processing module consisted of two wire-
wrapped boards: one to hold the input data and clut-
ter-map memories; the other, the processing element,
to handle all the mathematical computations. The
processing element contained two 24-bit arithmetic
and logic units, a bit shifter, and a small high-speed
memory. The processing element operated with a 75-
nsec instruction cycle, and on average it performed
two simple operations per cycle time, resulting in a
net processing rate of 25 million instructions per sec-
ond. The control unit also consisted of two wire-
wrapped boards. One board held memory for instruc-
tions, program constants, and target reports from the
processing modules. Its processing element did all the
required arithmetic, such as memory-address genera-
tion and time keeping, and interfaced with the pro-
cessing modules and the post-processor. To handle
this kind of computational workload, a PMP assem-
bly language was developed at Lincoln Laboratory.
Each line of code contained all the assembly language
instructions to be executed in one cycle time. The
machine language was generated by using a cross-
compiler that was also written at Lincoln Laboratory
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and executed on the Laboratory’s central computer.
Three PMP-1 devices were built at Lincoln Labora-
tory and seven PMP-2 devices, as shown in Figure 16,
were built under contract by Stein Associates.

In 1978 Lincoln Laboratory installed an MTD-2,
using a PMP-2 with the ASR-7 radar, at the
Burlington, Vermont, airport [61]. The FAA chose
this site near Mount Mansfield because it is reputed
to have the worst clutter environment on the east
coast. The FAA brought in air traffic controllers and
other personnel from all over the United States to ob-
serve and operate the Laboratory’s MTD-2 radar.
Convinced that the MTD-2 was what they wanted,
the FAA asked Lincoln Laboratory to help write the
specifications for the next-generation ASR. A produc-
tion contract was placed with Westinghouse for the
ASR-9 radar, which today is in operation throughout
the United States. The development of the MTD
concept fundamentally changed the way surveillance
radars are designed, and it caused that change quickly,
essentially overnight! As a result of its successful
implementation, the acronym MTD has since be-
come an eponym.

Space-Based Surveillance of the Earth

During the 1970s the Communications division at
Lincoln Laboratory examined ways to reduce the vul-
nerability of military communication satellites to
jamming. This need led to the study of adaptive-null-
ing techniques to minimize the effect of jamming. In
1985 the Laboratory began studying the feasibility of
a large array radar that would search for moving
ground or airborne targets from low-earth orbit. This
proposed orbiting-radar design is another example of
interdisciplinary technology transfer, showing how
the expertise developed from the communications-
satellite effort could be applied to problems in radar
signal processing

A space-based surveillance radar must handle two
major sources of interference: clutter from the entire
visible earth and jamming in the antenna sidelobes.
The clutter can be attenuated by using displaced-
phase-center-antenna techniques (see the article by
Muehe and Labitt in this issue); the sidelobe jammers
can be attenuated by modifying some of the array-ele-
ment weights to cause deep pattern nulls in the jam-

III;I

FIGURE 16. The parallel microprogrammed processor
(PMP) built by Stein Associates and installed at the Burling-
ton, Vermont, airport in 1978. This detector was displayed to
visiting air traffic controllers from all over the United States,
who were positively impressed with its performance.

ming directions. In both cases the formation of a
single data stream from current and delayed data
from many antenna elements requires the computa-
tion of a weighted sum for each sampling instant.
This computation can require a very large number of
multiplications and additions per second: four times
the product of the number of antenna elements and
the sampling rate. Because these operations are regu-
lar, it was determined that they could be imple-
mented by using commercially available special-pur-
pose integrated circuits.

The determination of the appropriate set of
weights is another matter. These weights must be de-
termined adaptively. As the satellite moves relative to
the surface of the earth, each jammer appears to move
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from one part of the sidelobe region to another, and
therefore the weights must be readapted about two
hundred times per second. An algorithm to compute
these adapted weights is much more complicated
than a simple sum of products, and in 1985 it seemed
to require a computer capable of adding, subtracting,
multiplying, dividing, computing square roots, and
storing large amounts of data. At that time single-
chip digital-signal-processing computers were avail-
able, but they were many times less efficient than the
simple special-purpose chips for computing sums of
products. The cost of carrying out the weight-adapta-
tion algorithm depends sensitively on 2V, the number
of weights being determined. The computational cost
is proportional to the cube of IV, so that determining
the weights for twice as many antenna elements re-
quires eight times the number of multiplications and
additions.

Lincoln Laboratory engineers working on this
problem in 1985 therefore estimated that it would be
reasonable to fly enough computing power to adapt
twenty-five weights, though there were many reasons
why system designers might have wanted to use a
larger number. In a very narrowband system with
modest aperture, for example, /V+ 1 weights are re-
quired to null out NV jammers. If the bandwidth of the
radar is larger, or if the array aperture is large, several
weights can be required per nulled jammer. Adapta-
tion to clutter also requires many weights.

In the same year a small project was initiated to
devise and demonstrate an efficient approach to the
computation of adaptive weights. The result was the
discovery, early in 1986, of an unique confluence of a
technology, an algorithm, and an architecture that
enabled the construction of an adaptive weighting
computer called MUSE (Matrix Update Systolic Ex-
periment). MUSE, a demonstration system, was ca-
pable of computing sixty-four weights several hun-
dred times per second, but it had a physical size and
weight no larger than a package of cigarettes. At that
time, no actual adaptive antenna arrays with sixty-
four elements existed: it would have made no sense to
build such arrays, since nothing (i.e., no existing
computer) could adapt their weights in real time.

The data used to determine the weights in the
MUSE algorithm are a series of columns of complex
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numbers. Each column contains one sample from
each of the /V antenna elements. It is important to
understand that the data arrive one datum at a time,
one column at a time. This limited serial data transfer
means that the number of data input pins required is
quite reasonable.

The computation of the adaptive weights involves
the triangularization of the raw data and a back-sub-
stitution that yields the actual weights. The triangu-
larization process is in essence a sequence of two-di-
mensional rotations. These rotations are applied
sequentially to the original data matrix until the ma-
trix has all zeros in the upper-right portion and no
zero values in the lower-left portion. The solution of
the weights using back-substitution is then algorith-
mically straightforward and computationally simple.

Given that the critical part of the adaptive-weight
computation can be reduced to a sequence of simple
rotations, it became important to look for efficient
ways to implement such a rotation. A design for such
a rotating circuit was developed in the 1950s, and it is
called a CORDIC module [47]. The CORDIC mod-
ule is made up of adders and shifters, and it is easily
pipelined so that it can accept new pairs of numbers
as fast as it can add, even though any rotation takes
much longer than any addition. A CORDIC module
is a convenient size to be realized as a single integrated
module. All ninety-six CORDIC modules required
for MUSE are identical and can be easily intercon-
nected. In this way the architecture of MUSE and the
algorithm it carries out are perfectly adapted to each
other.

A further improvement was the use of wafer-scale
integration. This technology had been attempted by
many laboratories in the 1980s, but Lincoln Labora-
tory was the first to succeed in building wafer-scale
circuits [62]. The difficulty with wafer-scale integra-
tion is that even one tiny defect on a chip usually
makes the chip nonfunctional. When the chip is a
whole wafer, the probability of a defect becomes a vir-
tual certainty. The Laboratory’s approach was to build
a wafer with redundant cells and to connect together
enough of each type of cell to yield a working system.
In the case of MUSE, there was only one type of cell,
a CORDIC module. A wafer was fabricated with 132

CORDIC modules. Interconnections were made by
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FIGURE 17. The MUSE (Matrix Update Systolic Experiment) wafer provided an efficient
approach to the computation of adaptive weights. This demonstration system could com-
pute sixty-four adaptive weights several hundred times per second.

using an automated laser weld to make electrical con-
nections between the cells. The same automated laser
was used to break connections, when necessary, by
vaporizing metallization.

The active area of a MUSE wafer, shown in Figure
17, fit into a square of just over three inches on a side
(or nine square inches in area). At a clock rate of 6
MHz, the system was able to carry out almost three
hundred million rotations per second, equivalent to
about three billion instructions per second in a con-
ventional single-instruction computer. Power con-
sumption was only about 10 W, and because there
were so few wired connections, MUSE was a highly
reliable design suitable for space applications.
Through further refinement of the integrated-circuit
fabrication technology, a modern version of MUSE

developed by the Hughes Corporation has one thou-
sand times the computational power of Lincoln Lab-
oratory’s original demonstration.

Summary

The proliferation of radar signal processing efforts at
Lincoln Laboratory has been driven by the over-
whelmingly dominant need to detect and measure
fundamentally small radar-target returns in the pres-
ence of potentially overwhelming noise and other un-
wanted returns (i.e., clutter, both natural and inten-
tional). This requirement has fundamentally involved
the concurrent development of (1) theory and algo-
rithms, (2) the underlying analog and digital technol-
ogy [63], and (3) efficient architectures that merge
theory and device technology into real systems for
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important military and commercial applications—on
the ground, in the air, and in space. These develop-
ments, which started with what might now be viewed
as primitive efforts in SAGE and early ballistic missile
defense, progressed through the development of fun-
damental device technology, both analog and digital,
and have now moved in the direction of exploiting
the enormous power and flexibility of digital process-
ing, both custom and commercial.

For example, efforts are under way to develop ex-
tremely high-performance systems that combine clas-
sical clutter suppression with computationally chal-
lenging adaptive processing for joint detection of
targets in clutter and jamming (a technique known as
space-time adaptive processing, or STAP) [64]. More-
over, recent successes in radar imaging hold the prom-
ise for real-time and near-real-time generation of
complex images that could be exploited by analysts
for rapid adaptation to evolving circumstances. These
combined techniques doubtlessly will find their way
into future advanced ground, airborne, and space
systems.

In viewing the history of signal processing, we note
an interesting paragraph in Merrill Skolnik’s 1962
seminal book on radar [65]: “The maximum com-
pression ratios possible will depend upon the amount
of development effort expended to achieve them. The
numerical examples given by Kronert [66] for Gaus-
sian-shaped pulses and cascaded-lattice networks in-
dicate the feasibility of achieving pulse-compression
ratios from B7 = 8 to 40. In Darlington’s patent [67]
an example is given for a Gaussian-shaped pulse in
which a compression ratio of 34 is mentioned. The
British patent issued to Sproule and Hughes [68]
claims that it is possible to achieve a pulse-compres-
sion ratio of 100. Klauder [3] et al. also suggest that
pulse-compression ratios of approximately 100 are
possible.” The extraordinary advances in radar signal
processing in the past five decades admit technology
that today allow radars with 7 significantly in excess

of 1,000,000.
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