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I  encompasses many
aspects of security and reliability for computers
and networks. Information survivability is more

than just preventing computer break-ins and protect-
ing secret information from prying eyes. Systems
must be robust; they must be able to continue to op-
erate despite successful attacks that may compromise
portions of the system.

Maintaining the security and survivability of mo-
bile wireless systems is a complex challenge. Wireless
communication links typically have lower bandwidth
and reliability than the wire or fiber-optic links used
in conventional networks because they are more sus-
ceptible to communication errors caused by noise and
interference. Radio links can fade as computers in the
network move in and out of communication range
with their neighbors. Communication can be cut off
altogether if computers move behind obstacles, such
as buildings or hills.
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■ Mobile wireless networks are more vulnerable to cyber attack and more
difficult to defend than conventional wired networks. In discussing security and
survivability issues in mobile wireless networks, we focus here on group
communication, as applied to multimedia conferencing. The need to conserve
resources in wireless networks encourages the use of multicast protocols for
group communication, which introduces additional security concerns. We point
out the need for rate-adaptation techniques to simultaneously support multiple
receivers that each experience different network conditions. The security
properties associated with a number of approaches to rate adaptation are
compared. We also identify several security issues for reliable group
communication, providing examples of denial-of-service attacks and describing
appropriate security measures to guard against such attacks. We examine the
costs of these security measures in terms of network efficiency and
computational overhead. Finally, we introduce a survivability approach called
dynamically deployed protocols, in which the effects of an information attack
are mitigated by dynamically switching to a new protocol to evade the attack.
We suggest that this dynamic protocol deployment can be achieved effectively
by transmission of in-line mobile code.

Mobile wireless networks are more vulnerable to
attack and more difficult to defend than conventional
networks. Passive attacks, such as eavesdropping, are
easy to accomplish on a broadcast radio link. It is
much more difficult to gain access to a wire or fiber-
optic cable that is embedded inside a wall of a locked
building. Active attacks, such as interfering with
communication or transmitting deceptive messages,
are also easier to carry out on a wireless network.

Computer networks in general are vulnerable to a
number of cyber attacks that include spoofing [1], hi-
jacked connections [2], routing attacks [3], and vari-
ous denial-of-service attacks [4–6]. In a spoofing at-
tack, one computer assumes the identity of another
computer in order to gain special privileges or to ob-
fuscate the source of an attack. In a hijacking attack,
one computer takes over a connection already estab-
lished by another computer, bypassing security
checks such as password authentication. In a routing
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attack, a computer sends misleading information to
routers in order to disrupt the normal flow of net-
work traffic. In a denial-of-service attack, an adver-
sary exploits flaws in network protocols or simply
floods the network with useless data to consume re-
sources and degrade the level of service provided to
other computers in the network. The portable com-
puters in a wireless system are vulnerable not only to
these network intrusions, but also to theft and loss.
The highly dynamic nature of a mobile wireless net-
work further complicates the task of defending the
network by making it difficult to distinguish a nor-
mal degradation in service from a malicious attack.

The security measures for conventional, wired net-
works are not always appropriate for mobile wireless
networks. Network firewalls [7] and other similar
measures can provide protection against many active
attacks. However, these defenses depend on the exist-
ence of a bottleneck through which all traffic entering
or leaving a network must pass. The changing topol-
ogy of a mobile wireless network limits the effective-
ness of such bottleneck defenses.

Computation and Communication Costs
of Security Protocols

Computers communicate with each other over the
network by exchanging discrete messages called pack-
ets. Each packet consists of a header and a pay-
load. The packet header contains information such as
the addresses for the source and destination comput-
ers, similar to the return address and destination ad-
dress on the envelope of a letter sent through the
mail. The payload contains the data to be delivered
to the destination, similar to the letter inside an
envelope.

Security protocols that use encryption [8–10] can
protect against eavesdropping and, to a lesser extent,
traffic analysis. Encryption prevents an adversary
from reading the payload of intercepted packets, but
any parts of the header left unencrypted, such as the
destination address, can potentially provide useful in-
formation to an adversary. The protection provided
by security protocols comes at a cost in terms of com-
putation and communication. Although this cost can
be insignificant in high-speed wired networks, it can
be prohibitive in mobile wireless networks.

Some encryption algorithms impose an excessive
computational burden on low-power devices. Also,
because many encryption algorithms operate on
blocks of data, it may be necessary to append a few
bytes to the end of a packet before encrypting it in or-
der to pad its length to the next block boundary. A
typical block size is 8 bytes, so it may be necessary to
add up to 7 bytes of padding, depending on the
length of the packet. Security protocols further re-
duce network efficiency by increasing the size of
packet headers. These computation and communica-
tion costs increase power consumption, thereby
shortening the battery life for mobile devices in a
wireless network.

Traffic analysis is still possible even if encryption is
used. Addresses and other identifying information in
the packet headers can be left unencrypted, so that
packets can be forwarded to the proper destination.
Even if all header information is encrypted, an adver-
sary can still observe the size and frequency of pack-
ets. To prevent such traffic analysis, it would be neces-
sary to transmit continuously, filling gaps with
random, meaningless data where the channel would
otherwise be idle. Because all information would be
encrypted, an adversary could not determine the
boundaries between packets or distinguish the mean-
ingful information from the meaningless. Achieving
this level of protection may be prohibitively expensive
in mobile wireless networks because of the need to
conserve power and battery life.

Individual packets sent across the Internet typically
have a 28-byte header for the Internet Procotol (IP)

FIGURE 1. A packet is divided into a header, which carries
control information such as addresses, and a payload, which
carries data. Several protocols contribute to the size of a
packet header. The Internet Protocol (IP) header is typically
20 bytes, though it can be longer with options. The Encapsu-
lating Security Payload (ESP) header is typically 18 bytes,
but it can be longer. The User Datagram Protocol (UDP)
header is 8 bytes. The Real-Time Transport Protocol (RTP)
header is 12 bytes. The payload has variable length. Here it is
scaled to be 18 bytes, but it can reach a length of over 65,000
bytes.
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and the User Datagram Protocol (UDP). Audio and
video applications often use the Real-Time Transport
Protocol (RTP), which adds 12 bytes to the header
[11]. Using a security protocol such as the Encapsu-
lating Security Payload (ESP) protocol adds another
18 bytes to the header [10]. Packets in real-time, in-
teractive audio streams can carry as few as 18 bytes of
data in the payload. Thus headers of 28, 40, or 58
bytes can introduce significant overhead compared to
the size of the packet’s payload. Figure 1 compares the
sizes of these headers to an 18-byte payload.

Figure 2 shows network efficiency, which we de-
fine as the ratio of payload size to total packet size
(payload plus headers), as a function of payload size
for no encryption, encryption by using RTP, and en-
cryption by using ESP. The efficiency decreases with
the addition of padding and security protocol head-
ers, and the decrease is most severe when the payload
size is small.

A technique called header compression [12, 13]
can be used to improve efficiency. Header fields that
are constant or change predictably from one packet to
the next, such as addresses or counters, may be omit-
ted. Receivers can reconstruct the missing header
fields by using information from earlier packets that

had full, uncompressed headers. It is necessary to oc-
casionally transmit packets with full headers to keep
the receivers synchronized with the sender.

Unfortunately, encryption limits opportunities for
header compression. Header fields that are scrambled
by encryption change unpredictably from one packet
to the next, so they must be transmitted in their en-
tirety with each packet. For example, without encryp-
tion a typical 40-byte header can be compressed to 2
bytes. With encryption via RTP, 12 bytes of the 40-
byte header are encrypted so the resulting compressed
header is now 14 bytes. Figure 3 shows network effi-
ciency with header compression as a function of pay-
load size for no encryption, encryption by using RTP,
and encryption by using ESP. Header compression
improves efficiency dramatically when no encryption
is used, but the improvement is more modest when
portions of the header are encrypted.

Group Communication

In our work we have chosen to focus on group-com-
munication applications because they pose difficult
challenges for security and survivability in mobile
wireless networks. There are many kinds of group-

FIGURE 2. Reduction in network efficiency associated with
security protocols. With no security protocols, the com-
bined IP, UDP, and RTP headers produce 40 bytes of over-
head, so that 50% efficiency is reached when the payload
size is 40 bytes. If encryption is used with RTP, the size of
the header remains 40 bytes, but up to 7 bytes of padding
must be added for block encryption algorithms. If ESP is
used instead, the header grows to 58 bytes and up to 7 addi-
tional bytes are required for padding.

FIGURE 3. Improvement in network efficiency associated
with header compression. With no security protocols, a 40-
byte packet header can be reduced to 2 bytes, yielding high
efficiency for all but the smallest packets. If encryption is
used with RTP, 12 bytes of the packet header are encrypted,
but the remaining 28 bytes of the header can be reduced to 2
bytes, yielding a 14-byte header. If encryption is used with
ESP, 30 bytes of the header are encrypted, but the remaining
28 bytes can be reduced to 2 bytes, yielding a 32-byte header.
In addition, up to 7 encrypted bytes of padding are required
when using a block encryption algorithm with RTP or ESP.
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communication applications, and each makes differ-
ent demands on the network. Communication with
small or large group sizes can be one to many or many
to many. Some applications sacrifice some degree of
reliability to reduce delays, while other applications
require messages to be delivered reliably and in se-
quence. Several applications require receivers to ac-
knowledge the receipt of messages.

Multimedia conferencing, which includes interac-
tive audio, video, text, and drawings, can be ex-
tremely sensitive to network delays. In contrast, non-
interactive applications such as E-mail can tolerate
delays of hours or days in the delivery of messages.
Audio is especially sensitive to delays. Users notice an
audio delay of approximately 250 msec, which is as-
sociated with transmission via geosynchronous satel-
lite. They find that longer delays interfere with the
ability to carry on a conversation. Interactive audio is
so sensitive to delays that it is preferable to tolerate
occasional dropouts of data and reduced sound qual-
ity due to network errors rather than suffer the delays
required to retransmit missing audio data. Interactive
video can tolerate a moderate error rate because video
data are transient: one video image is replaced by the
next a fraction of a second later. Any imperfections in
the video display will last only a short time, so there is
little need to retransmit missing video data. In con-
trast, the transmission of text and drawings can be
very sensitive to errors. The delay required to request
the retransmission of missing data may be tolerated in
exchange for reliability.

Multicast Transmission

Most network communication uses unicast transmis-
sion: each packet is delivered to a single destination.
Group communication can be achieved through the
use of multiple unicast transmissions: a separate copy
of each packet is sent to each destination. For ex-
ample, a participant in a video conference can trans-
mit a stream of video packets to a server via unicast.
This server can then retransmit a separate copy of
each video packet to each of the other participants by
using multiple unicast streams [14]. This approach
wastes bandwidth, which is a precious resource in a
wireless network, because the network links near the
server carry multiple copies of the same video stream,

as illustrated in Figure 4. This inefficiency may be ac-
ceptable for groups with only a few participants, but
the problem grows worse as the group size increases.

Multicast transmission, which delivers a packet to
multiple destinations, uses network bandwidth more
efficiently. Routers within the network construct a
tree that reaches all desired destinations. Packets are
routed such that copies never traverse the same net-
work link twice, as shown in Figure 5. Such network
efficiency is especially important in mobile wireless
networks. A video server could use multicast to de-
liver a video stream to all participants simultaneously,
or the participants could use multicast to deliver
video directly to one another without using an inter-
mediate server.

Multicast Transmission Security

Several aspects of multicast transmission, as it is
implemented in the Internet, lead to increased vul-
nerabilities [15]. In general, anyone can join a
multicast group because standard Internet multicast
protocols [16, 17] distribute the task of group man-
agement among the receivers rather than placing the
entire burden upon the sender. Receivers simply send
a subscription message to their local multicast router,
and traffic for that group will be forwarded to them.

FIGURE 4. Unicast transmission from a single source S to
multiple receivers R. The nodes in the figure (circles) repre-
sent computers and the lines represent data streams flow-
ing along network communication links. Nodes within the
network that are connected to several communication links
are called routers because they must determine the route
that traffic follows as it flows through the network. Unicast
transmission consumes bandwidth because the network
links near the source carry multiple copies of the same data
stream.
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This arrangement makes passive attacks such as eaves-
dropping and traffic analysis possible, even from re-
mote locations without direct access to the local net-
work where the traffic originates. Also, anyone can
send traffic to a multicast group—even a nonsub-
scriber—making active attacks possible. Because
multicast routers make copies of packets to forward
them to multiple destinations, brute-force denial-of-
service attacks that flood the network with packets
benefit from a multiplier effect. With unicast trans-
mission these packets steal bandwidth from only one
receiver, while with multicast transmission these
packets steal bandwidth from many receivers.

Adaptive Multicast Transmission

Distributing multimedia data, such as audio and
video, to multiple receivers in a heterogeneous net-
work environment such as the Internet requires appli-
cations that can adapt to changing network condi-
tions. This requirement is especially important for
mobile wireless networks where conditions change
frequently and vary widely from one receiver to the
next.

Several sources of variability make it necessary for
applications to adapt. When multimedia data are dis-
tributed to multiple receivers, there is a different path
from a sender to each receiver. In a heterogeneous
network that includes fast, reliable fiber-optic links

and slow, error-prone wireless links, paths to the re-
ceivers can have vastly different bandwidth limits.
The available bandwidth along any one path from
sender to receiver also changes with time. This situa-
tion may be due to such causes as competing network
traffic or time-varying capacity and error rates of
wireless links.

To compensate for this variability, receivers can
provide feedback to the sender indicating packet loss
rate or other measures of network conditions. In re-
sponse, the sender can adjust the parameters of its
compression algorithms to increase or decrease the
rate at which it transmits data. Several such feedback
control protocols have been developed [18–20].

Previous discussions of adaptation techniques for
multimedia distribution have focused on perfor-
mance: providing each receiver with the best quality
possible for the given network conditions. The secu-
rity implications of each of these adaptation tech-
niques has only recently been discussed [21]. We
review three different adaptation approaches: trans-
coding, simulcast, and layered coding. We summarize
the advantages and disadvantages of each approach
from a performance perspective. Then we discuss the
security implications of these approaches.

Adaptation Techniques

Ideally, each receiver should receive the best possible
media quality, given the available bandwidth along
the path leading to it from each sender. This scenario
could be achieved by having a sender transmit a sepa-
rate media stream to each individual receiver via
unicast, as in Figure 4. Each stream could be adapted
independently with feedback from the receiver. How-
ever, transmitting multiple redundant streams wastes
network bandwidth and does not scale to large num-
bers of receivers. At the other extreme, a single media
stream could be multicast to all receivers in order to
conserve network bandwidth and improve scalability,
as in Figure 5. However, any approach that distributes
a single data stream will be inherently unfair because
a single data rate cannot simultaneously satisfy users
with different available network bandwidth.

Transmitting data at a high rate to provide the best
possible media quality to receivers along high-band-
width paths will induce packet loss due to congestion,

FIGURE 5. Multicast transmission from a single source S to
multiple receivers R. The nodes in the figure (circles) repre-
sent computers and the lines represent data streams flow-
ing along network communication links. Multicast transmis-
sion uses network bandwidth more efficiently than unicast
transmission because only one copy of the data stream
flows along any path.
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as illustrated in Figure 6. When packets arrive at the
router faster than they can be forwarded to the low-
bandwidth wireless network, some of the packets
must be discarded, resulting in reduced media quality.
Reducing the transmission rate to accommodate low-
bandwidth receivers will unfairly reduce media qual-
ity for high-bandwidth receivers, as illustrated in Fig-
ure 7. Applications should be designed to support a
broad range in network bandwidth and to dynami-
cally adapt to time-varying network conditions in or-
der to provide high-quality media to high-bandwidth
receivers without causing congestion for low-band-
width receivers.

Transcoding. A transcoder [22] can be employed to

accommodate low-bandwidth receivers without sacri-
ficing quality for high-bandwidth receivers, which is
accomplished by translating media streams from one
encoding to another more compact encoding, as illus-
trated in Figure 8. The sender transmits a high-qual-
ity media stream at a high rate matched to the band-
width of the local network. A receiver on the same
network can receive this high-quality stream. A
transcoder, located at the boundary between the
high-bandwidth network and a low-bandwidth wire-
less network, receives the high-quality media stream,
translates it to a lower-quality stream, then retrans-
mits this new stream at a lower rate matched to the
bandwidth of the wireless network. A receiver on the
wireless network can receive this translated stream.
This technique provides the best possible media qual-
ity to each receiver. The quality for the receiver on the
high-bandwidth network is similar to that in Figure
6, while the quality for the receiver on the low-band-
width network is similar to that in Figure 7. The low-
ering of media quality is performed in a controlled
way by the transcoder, unlike the situation in Figure
6, where packets are dropped in an uncontrolled way
by the router when congestion occurs.

Simulcast. Simulcast [23] is an alternative to trans-
coding. To accommodate receivers with differing
available bandwidth, a sender uses multiple encod-
ings and transmits each version of the media stream
to a different multicast group. Figure 9 shows the
sender transmitting both high-quality and low-qual-
ity media streams on its local network. A receiver on
the same network chooses to receive the high-quality
stream. A receiver on the low-bandwidth wireless net-
work chooses to receive only the low-quality stream.
Because there are no subscribers on the wireless net-
work for the mulitcast group with the high-quality
media stream, it is not forwarded to the wireless net-
work by the router. The primary disadvantage of si-
mulcast is that it wastes bandwidth. However, the
bandwidth overhead of transmitting to multiple
groups affects only participants in high-bandwidth
regions of the network, where bandwidth is plentiful.

Layered Coding. With layered coding [24–27], as
with simulcast, media are distributed as multiple
streams. Unlike simulcast, where data streams are re-
dundant, these layered streams provide cumulative

FIGURE 6. Packet loss and reduced media quality due to
congestion. Low-bandwidth paths that include wireless
links suffer network congestion, with a corresponding re-
duction in media quality, when the transmission rate is too
high.

FIGURE 7. Effect of reducing the transmission rate to ac-
commodate receivers along low-bandwidth paths. High-
bandwidth paths are underutilized when the transmission
rate is too low.
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information: receiving more streams provides pro-
gressively better media quality. Receivers react to
changing network conditions by selectively subscrib-
ing to more or fewer streams to achieve the best qual-
ity for the available bandwidth.

Figure 10 shows an example of this approach. The
sender transmits two streams on its local network. A
receiver on the same network chooses to receive both
streams, which it combines to form a high-quality
version of the media. A receiver on the wireless net-
work chooses to receive only one stream.

Layers may be independent or hierarchical. When
the layers are hierarchical, the decoding of higher lay-
ers depends on having properly received and decoded
all lower layers; thus transmission of hierarchical lay-
ers can be inefficient on lossy networks, such as mo-
bile wireless networks. If a network packet for the
lowest layer is lost or corrupted, the now useless pack-
ets for the other layers are still delivered, consuming
network bandwidth. On the other hand, if the layers
are independent, then these remaining packets still
carry useful information.

If we assume that packets are lost with probability
p, then the probability that a packet is received is 1– p.
When the layers are hierarchical, a packet is useful
only when all lower layers have also been received.
Thus the probability that a packet in layer n is useful
is (1– p)n.

If we define network efficiency to be the ratio of
useful packets to total packets received, then the effi-
ciency for a particular layer n is
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Figure 11 shows network efficiency as a function of
p, the probability of packet loss, and N, the number
of layers. Network efficiency decreases as more layers
are added and as the loss rate increases. For example,

FIGURE 9. Example of simulcast transmission. The sender
uses multiple encodings and simulcasts the data to different
multicast groups.

FIGURE 10. Example of layered encoding. The sender uses a
layered encoding and transmits each layer to a different
multicast group. Receivers can combine layers to obtain bet-
ter quality.

FIGURE 8. A transcoder translates data from one encoding
to another more compact encoding for retransmission to re-
ceivers on low-bandwidth paths.
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with a 10% packet loss rate (p = 0.1) and 8 hierarchi-
cal layers (N = 8), the network efficiency is approxi-
mately 70%. This efficiency implies that approxi-
mately 30% of packets received are useless because
one or more packets from lower layers have been lost.
From this we conclude that independent rather than
hierarchical layers should be used in error-prone net-
works.

Security Implications

Each of the adaptation techniques described has dif-
ferent performance characteristics. They also have dif-
ferent security characteristics. Thus a total solution
involves trade-offs between performance and security.
Transcoding has the disadvantage that it does not pre-
serve end-to-end security. In order to translate media
streams, transcoders must have access to encryption
keys. Security is no longer provided on an end-to-end
basis because data are available in the clear at a mid-
point in the network. On the other hand, both simul-
cast and layered encoding preserve end-to-end secu-
rity because each media stream can be separately
encrypted on an end-to-end basis [25].

Layered coding has the additional advantage that it
may not be necessary to encrypt every media layer. If
the layers are hierarchical, then encrypting only the
lowest layer may provide adequate security [28, 29].

Information in higher layers may be useless without
first decrypting lower layers. The bandwidth over-
head of incompressible security protocol headers and
the computational overload of encrypting and de-
crypting data can thus be reduced. However, this re-
duction must be balanced by the fact that packet
losses for the lowest layer contribute to the wasted
bandwidth of delivering useless packets for the higher
layers.

This comparison of security and performance con-
siderations for the various adaptation techniques
leads to an unusually advantageous solution. Rather
than having to make a trade-off between security and
performance, the user can, by using layered coding,
obtain simultaneously both the best network perfor-
mance and the most secure operation for adaptive
multicast transmission of multimedia data.

Reliable Multicast Transmission

Some group-communication applications, such as in-
teractive audio and video conferencing, can tolerate
some data loss, but other applications cannot. Shared
text and drawing applications used in a multimedia
conferencing session require data to be delivered reli-
ably to all group members, which can be achieved
with a reliable multicast protocol. Other applications,
such as distributed interactive simulation [30] or rep-
licated file servers, can benefit from reliable multicast
transmission, but may have very different reliability
requirements. Careful design of reliability protocols is
especially important in wireless networks with their
higher error rates and lower bandwidth.

The Transmission Control Protocol (TCP) [31]
meets the general requirements for reliable, sequential
delivery of packets for unicast transmission. No such
general-purpose protocol exists for multicast trans-
mission. Because group-communication applications
have widely varying reliability requirements, many
different reliable multicast protocols have been devel-
oped; none have emerged as a dominant standard, as
TCP is for reliable unicast. Most reliable multicast
protocols are optimized for performance and are ro-
bust to common faults, such as lost packets or failures
suffered by one or more group participants. Few pro-
tocols are designed to withstand intentional malicious
attacks. As experimental protocols become candidates

FIGURE 11. Use of hierarchical layers causes network effi-
ciency to decrease as packet loss rate increases. The ineffi-
ciency is due to the fact that packets for higher layers are
useless if packets for lower layers are lost.
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for standardization, their vulnerabilities to such at-
tacks will be an important evaluation criterion [32].
We now discuss characteristics of several reliable
multicast protocols, their vulnerabilities to denial-of-
service attacks, and protective measures that can be
taken.

Sender-Initiated Reliability Protocols

A sender-initiated reliability protocol places the bur-
den of loss detection on the sender. A positive ac-
knowledgment (ACK) is required from every receiver
for every packet sent. A lost packet is detected when
an ACK fails to arrive from one or more receivers.
When a loss is detected, the packet is retransmitted
and the sender again waits for an ACK from every
receiver.

Such sender-initiated protocols suffer from ACK
implosion [33, 34], in which a flood of acknowledg-
ments arrives in response to each packet sent, as
shown in Figure 12. Increasing amounts of network
bandwidth and processing time are consumed as the
number of receivers in the group increases, which
limits the group size that such protocols can accom-
modate. Denial-of-service attacks that produce simi-
lar packet implosions have been reported [6]. Some protocols avoid ACK implosion by organiz-

ing the group into a logical tree [35, 36] or ring [37,
38], as shown in Figure 13. This arrangement reduces
the number of acknowledgments that must be pro-
cessed by any one group member. In a tree, each
group member sends an acknowledgment to its par-
ent after receiving acknowledgments from each of its
children. In a ring, a token is passed from one mem-
ber to the next and only the current token holder
sends an acknowledgment. The virtual links connect-
ing the nodes of the tree or ring need not correspond
to direct network links between group participants.
Both tree and ring protocols require that the group
membership be known. Thus there must also be a
protocol for reliably distributing the membership list
to all group participants.

The Reliable Multicast Protocol (RMP) [38] is a
sender-initiated protocol in which group members
are organized into a ring. This ring serves several pur-
poses. Acknowledgment implosion is eliminated by
allowing only the current token holder to acknowl-
edge packets. A global ordering of packets from dif-
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FIGURE 12. Acknowledgment (ACK) implosion associated
with sender-initiated reliability protocols. ACK implosion oc-
curs when many receivers simultaneously send unicast ac-
knowledgments to the sender.

FIGURE 13. Members of a multicast group organized into a
logical ring. This arrangement reduces the number of ac-
knowledgments that must be processed by any one group
member. In a ring, a token is passed from one member to the
next, and only the current token holder, R3 in this example,
sends acknowledgments.
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ferent sources is determined by the order in which
they arrive at the token holder. This order is indicated
by a sequence number in each acknowledgment. A
protocol is defined to be stable if the sender receives
acknowledgment that all packets have been delivered
to all receivers. Stability is provided in RMP by the
circulation of the token around the ring, because a
member will not accept the token from its neighbor
until it has received all acknowledged packets.

Receiver-Initiated Reliability Protocols

A receiver-initiated reliability protocol places the bur-
den of loss detection on the individual receivers. Re-
ceivers generate a negative acknowledgment (NAK)
when they detect a lost packet. The packet is retrans-
mitted in response to one or more NAKs. NAK im-
plosion is reduced because a NAK is sent only when a
loss is detected, rather than for every packet. NAK
implosion can still be a problem if a large number of
receivers lose the same packet. Suppression mecha-
nisms can minimize the number of duplicate NAKs
produced when such correlated losses occur. Similar
suppression mechanisms can prevent a flood of re-
transmissions when any member with the appropriate
data is allowed to respond to a NAK [39, 40].

The Scalable Reliable Multicast (SRM) [39] proto-
col is an example of a receiver-initiated protocol. Re-
ceivers send NAKs to indicate that a packet has been
lost. Periodic status messages from every receiver,
which announce the highest sequence number re-
ceived from each source, serve as a form of positive
acknowledgment. In order to suppress excess NAKs
in response to a correlated loss, receivers each send
their NAK to the entire multicast group, as shown in
Figure 14. However, if a receiver first hears another
NAK, then it will suppress its own NAK. Because the
NAK is sent to the entire group, any participant with
a copy of the appropriate data can respond with a re-
transmission. In order to suppress duplicate retrans-
missions, participants responding to a NAK send
their retransmission to the entire group, and cancel
their own retransmission if they hear another one.

Security Implications

It may be tempting simply to encrypt data within an
application before transmission with a reliable multi-

cast protocol. When only the payload within each
packet is encrypted, header compression is more ef-
fective. This improved efficiency can be important in
bandwidth-constrained wireless networks. This ap-
proach may be adequate if confidentiality is the only
security requirement, but it leaves open the possibility
of denial-of-service attacks. An adversary could inter-
fere with the reliable multicast protocol in subtle ways
to prevent correct delivery of packets.

The authors have developed several experimental
denial-of-service attacks that exploit the reliability
mechanisms of reliable multicast protocols. We ex-
ploit the sequence numbers of acknowledgments in
RMP to disrupt the ordering of packets. We exploit
the NAK suppression mechanism in the SRM proto-
col to prevent retransmissions of lost packets. Similar
attacks could be devised against other reliable multi-
cast protocols that use similar reliability mechanisms.

In RMP, the current token holder in the ring estab-
lishes the ordering of packets by including sequence
numbers in the acknowledgments for these packets.
An attacker who observes these acknowledgments can

FIGURE 14. Avoiding negative acknowledgment (NAK) im-
plosion with receiver-initiated reliability protocols. Receivers
can send multicast negative acknowledgments (NAKs) to
the entire group to suppress duplicate NAKs and avoid NAK
implosion.
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anticipate the sequence numbers that will be assigned
to packets in the near future. By generating an ac-
knowledgment for a packet that has not yet been
transmitted, the attacker can cause an incorrect se-
quence number to be associated with that packet.
Other members of the group will process the packet
in the incorrect order. The acknowledgment with the
correct sequence number will be discarded as a dupli-
cate because it arrives after the acknowledgment sent
by the attacker.

In the SRM protocol, NAKs serve two purposes.
Their primary purpose is to trigger the retransmission
of a missing packet. Their secondary purpose is to
suppress duplicate NAKs from other receivers. This
suppression is accomplished by sending each NAK to
the entire group. When it reaches the sender, the
NAK will trigger a retransmission. When it reaches
another receiver, the NAK will suppress that receiver’s
own NAK.

An attacker can use one of several methods to send
a bogus NAK to a subset of the group. This action
suppresses NAKs from the members that receive the
bogus NAK without triggering a retransmission from
the other members of the group. Similarly, an at-
tacker can generate a retransmission that is delivered
to a subset of the group. This action will cancel legiti-
mate retransmissions from other group members
without reaching the members that requested the re-
transmission. These attacks interfere with retransmis-
sions, which means that they are effective only when
losses occur. Thus these attacks are more effective in
wireless networks, which are more prone to losses, or
when used in combination with brute-force attacks,
such as network flooding, which can induce losses
through congestion.

These denial-of-service attacks can be prevented by
encrypting the sequence numbers in the headers of all
packets, including acknowledgments, to prevent an
adversary from observing them. A simple authentica-
tion protocol [41] that uses a shared secret key could
also be used to prevent an adversary from construct-
ing a packet that would be accepted by legitimate
group members. If a member of the group is compro-
mised, in effect becoming an adversary, then it would
be necessary to distribute a new key or resort to more
costly public-key authentication protocols.

A few secure reliable multicast protocols exist [42,
43]. These protocols can survive attacks even if up to
one-third of the group participants have been com-
promised. They include mechanisms whereby honest
group participants can detect other group partici-
pants that exhibit malicious behavior or otherwise fail
to properly execute the reliable multicast protocol.
However, these protocols rely on digital signatures to
authenticate critical control packets. Because of the
complexity of public-key algorithms, about ten digi-
tal signatures can be generated per second, and about
one hundred signatures can be verified per second on
today’s computers. This cryptographic processing
overhead limits the performance and scalability of
such protocols, but the performance penalty may be
acceptable in high-security applications.

Dynamically Deployed Protocols

For a multimedia conferencing session to succeed, all
participants must be capable of decoding the audio
and video formats being used. Because different par-
ticipants may choose to transmit media in formats
best suited to each of their local computing and com-
munication capabilities, several incompatible media
formats may be in use simultaneously. One approach
to interoperability is to include built-in support for
many different network protocols and media formats.
For example, the vic video-conferencing application,
available in the MASH Multimedia Toolkit [44], in-
cludes three different network protocols, and coders
and decoders for six different video formats.

As new protocols and media formats become avail-
able over time, applications must grow to include ad-
ditional coders and decoders. Those wishing to par-
ticipate in multimedia conferencing must update
their software as new versions become available. This
approach to interoperability represents a barrier to
the adoption of new protocols and media formats.
There may be a long delay from the time a new proto-
col or format is introduced to the time when a suffi-
cient number of participants have updated software
that is capable of taking advantage of it. Until there is
a sufficiently large audience, a new protocol or format
is of limited use.

Dynamically deployed protocols, implemented by
using mobile code, ease the adoption of new network
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protocols and media formats. With mobile code, me-
dia streams become independent objects with meth-
ods for encoding and decoding their own data. It is
no longer necessary to have all possible decoders built
into the application in anticipation of specific media
formats. Rather, the executable implementation of
the decoder is provided as part of the data stream us-
ing mobile code. In a sense, an arriving media stream
will know how to decode itself. This concept can be
taken a step further with objects that also know how
to transport themselves across the network. An object
representing an audio or video stream may use RTP
[11], while an object representing a shared text docu-
ment may use SRM [39]. Objects requiring security
could carry an executable implementation of their
own security protocol, such as Secure Socket Layer
(SSL) or Transport Layer Security [8]. Such a mobile-
code framework will make it possible to rapidly de-
velop and deploy new protocols.

With the ability to dynamically deploy new proto-
cols using mobile code, it would be possible to
reconfigure a communication session in reaction to
an attack [45]. We have discussed several attacks that
target specific mechanisms in specific protocols. If it
becomes possible to switch to a different protocol,
then the communication session as a whole can sur-
vive such attacks. Rather than simply reacting to an
attack after it occurs, such protocol switching could
be used proactively, similar to the concept of fre-
quency hopping in spread-spectrum radio transmis-
sion in which frequencies are changed constantly to
thwart attempts to intercept or interfere with com-
munication. If an undetected attack disrupts a ses-
sion, communication will improve at the next proto-
col switch. This kind of active protocol switching can
also help detect attacks. If the cause of a disruption is
a benign one, such as network congestion, its effects
should be apparent with all protocols in use. A mali-
cious disruption that targets a specific protocol would
soon be noticed.

Example Scenario of Wireless System Attacks
and Countermeasures

We now illustrate how some vulnerabilities of mobile
wireless information systems might be exploited in a
fictional scenario, and how some of the security and

survivability techniques described in this article
might be used to maintain network operations during
attacks.

Consider the following peacekeeping mission:
headquarters has been set up in a command center
with high-speed wired networks. Remote patrols in-
clude vehicles with reasonably high-powered radios,
and individuals on foot carry small battery-powered
computers and low-powered radios that provide low-
speed network connections. The terrain may be ur-
ban, where communication can sometimes be
blocked by a variety of structures. There are enemy
forces in the area, some operating covertly. The en-
emy forces may be small in number but technically
sophisticated.

A remote patrol maintains contact with command-
ers back at headquarters via an ongoing multimedia
conferencing session. The patrol is sending reconnais-
sance video back to the commanders. All are partici-
pating in interactive audio and video, and a shared
drawing tool is being used to exchange maps and an-
notate them.

A layered encoding is used for the reconnaissance
video and conferencing session. This encoding makes
it possible to accommodate the heterogeneous mix-
ture of high-speed wired links and low-speed wireless
links as well as the variability of wireless links. The
lowest video layer is encrypted to provide end-to-end
security. Higher layers need not be encrypted if a hier-
archical layering is used, because those higher layers
are useless without the lowest layer. This strategy con-
serves network bandwidth by making header com-
pression more effective. A reliable multicast protocol
is used to deliver map images and drawing commands
for the shared drawing tool. Because wireless links are
subject to relatively high error rates, it is necessary to
retransmit any lost packets.

As the patrol drives through city streets, the
vehicle’s radio channel suffers from fading and other
impairments. In response to the increased network er-
rors, the higher video layers are no longer transmitted
between the patrol and headquarters while the vehicle
is in motion. When the vehicle comes to a stop at the
destination, network conditions improve and addi-
tional layers are transmitted again.

Several members of the patrol leave the vehicle, but
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remain connected to the network. The radios they
carry on their backs connect them to their vehicle,
which relays packets between them and headquarters.
Because of the reduced network bandwidth with the
portable radios, the patrol members on foot choose
not to transmit or receive video. They continue to
participate in the audio conferencing session and con-
tinue to update and annotate maps by using the
shared drawing tool. The transmission of reconnais-
sance video and the interactive video conferencing
session continue among the commanders at head-
quarters and the patrol members remaining with the
vehicle.

One member of the patrol is separated from the
others and is captured by the enemy. A month earlier,
the enemy obtained a computer identical to the one
carried by the captured patrol member. Since that
time, they have reverse-engineered all the software on
the computer, discovered a weakness in the reliable
multicast protocol used for the shared drawing tool,
and developed a subtle denial-of-service attack that
exploits that weakness. Using the captured computer,
which contains all the cryptographic keys currently in
use for the multimedia conferencing session, the en-
emy launches their denial-of-service attack. This at-
tack interferes with acknowledgments and retrans-
missions to prevent the correction of network errors
due to lost packets.

The commanders at headquarters and the other
patrol members are not aware that one member has
been captured and do not immediately realize that an
attack is in progress. Eventually the commanders no-
tice a problem and use mobile code to dynamically
deploy a different reliable multicast protocol, one for
which the enemy does not have an attack prepared.
At this point, communication improves dramatically,
indicating that the earlier problems were likely due to
a malicious attack rather than more benign commu-
nication difficulties.

Conclusion

We have shown a number of ways in which mobile
wireless networks complicate security and survivabil-
ity by creating additional vulnerabilities and making
defenses more difficult. Our focus has been on group
communication, particularly multimedia conferenc-

ing, which is a stressing application for mobile wire-
less networks. Multicast transmission is essential for
efficient group communication in wireless networks,
but it introduces additional security concerns.

There are several techniques to adapt the multicast
delivery of audio and video to different receivers. Lay-
ered multicast gives good efficiency and preserves
end-to-end security. However, there is a trade-off be-
tween hierarchical layers and independent layers. Us-
ing hierarchical layers can yield savings when only the
lowest layer is encrypted, making header compression
more effective for the higher layers. However, using
independent layers may be more efficient in the pres-
ence of errors because all packets that are delivered are
useful. Further work is required to determine optimal
combinations of media coders and network protocols
for mobile wireless networks.

Reliable multicast protocols are vulnerable to so-
phisticated denial-of-service attacks unless critical
control information in each packet is protected
through encryption or authentication. Security pro-
tocols that use a secret key shared by all members of a
group can prevent attacks from those outside the
group. Preventing attacks from inside the group is
more difficult, often requiring the use of complex
public-key encryption algorithms. Further work is re-
quired to find an appropriate balance between secu-
rity and efficiency for mobile wireless networks.

Because mobile networks are so dynamic, a net-
work protocol that is appropriate one instant may no
longer be appropriate the next instant. Dynamically
deployed protocols offer a solution to this problem.
An object-oriented communication framework in
which objects contain not only data but also execut-
able code makes it possible to react to changing net-
work conditions.

We believe that techniques such as layered coding,
secure reliable multicast, and dynamically deployed
protocols offer promise, but that much research re-
mains to be done. Reliance on wireless networks will
continue to increase, making such networks more
tempting targets for attack.
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