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III We have developed an Automatic Face Recognition (AFR) System that uses
the Adaptive Clustering Network (ACN)-a hybrid classifier that combines
neural network learning with statistical decision making. The ACN
automatically groups similar faces into the same cluster and creates new clusters
for novel input faces. During training, the ACN updates the clusters
continuously, and multiple clusters are created for the same subject to
accommodate variations in the presentation of the subject's face (for example,
changes in facial expression andlor head orientation). With incremental
training, new subjects and further variations of existing subjects may be added
on line without retraining the classifier on previous data. During the testing
process, the ACN associates an input face with the cluster that most closely
matches the face. The ACN minimizes misidentifications by reporting
completely novel input faces as "unknown."

In addition to the ACN classifier, the overall APR system includes a
preprocessing stage that removes the background in an image and centers the
face in the image frame, and a feature-extraction stage that compresses the data.
The system requires relatively simple processing and has been implemented in
software on a SUN workstation. The preliminary results have been encouraging.
Using imagery of eight subjects taken with a video camera, the system achieved
a correct-classification performance of 99% with no misidentifications.

FACE RECOGNITION is a task that humans per­
form quite easily under conditions in which
there is little or no control over the environ­

ment and the orientation, distance, and state of the
subject. In general, however, this seemingly simple
task is a formidable machine-vision problem. The
difficulty arises from the lack of a clear representation
of what uniquely defines an individual face. The
Automatic Face Recognition (APR) system that we
have developed uses the Adaptive Clustering Net­
work (ACN), a classifier that automatically se­
leers a set of features for distinguishing different
faces.

The APR system consists of three processing stages:

a preprocessing module removes the background and
centers the face, a feature-extraction module provides
data reduction, and the ACN classifier identifies the
subject. We used sample images containing subjects at
three orientations with valying facial expressions to
train the system. During the training process, the
ACN automatically forms multiple clusters for each
subject to account for variations in the input imagery,
for example, differences in a subject's facial expression
and/or head orientation. After all of the training im­
agery has been processed, the system associates each of
the formed clusters with a particular subject. During
testing, the system operates as a content-addressable
memory in which an input is identified as the subject
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associated with the cluster that most closely matches
the input. The AFR system minimizes misidentifica­
tions by reporting completely novel inputs as "un­
known." For very large databases the system can also
be used to produce a list of the most likely candidates
for a given input. If multiple frames of a given subject
are available, then the system reports the name of the
subject that occurred most frequently.

The architecture of the system offers several impor­
tant benefits for AFR. The system can be trained in­
crementally, facilitating the addition of new subjects
without the need for a complete retraining. Incre­
mental training also allows the system to recognize a
subject correctly over time despite variations in hair
style, the presence/absence of glasses and facial hair,
and the effects of aging. In addition, the system de­
sign takes advantage of the multiple frames that can
be obtained from a real-time video observation of a
subject. The system uses the multiple frames to accu­
mulate evidence for a particular decision, thereby re­
ducing the effect of single-frame errors.

Initially, we evaluated the system on a database
of approximately 250 images containing eight dif­
ferent subjects at three head orientations. As shown
in Figure 1, the eight subjects-four males and
four females-were of various ages and races. The
subjects were encouraged to converse and change
their facial expressions during the videotaping, as
shown in Figure 2, to increase the variability of
the data. We trained the system on half of the frames
and used the remaining half for testing. During train­
ing, the system formed a total of 25 clusters, with
each subject represented by approximately three clus­
ters. During testing, the system correctly identified
99% of the inputs on a single-frame basis. The re­
maining 1% of the inputs were labeled "unknown,"
resulting in 0% misidentification. On a multiple­
frame basis, the system achieved a correct perfor­
mance of 100%.

For a larger number of subjects and/or less con­
strained environments, we can maintain the high per­
formance level of the AFR system by adding another

FIGURE 1. Samples of imagery of eight subjects.
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independent measurement. For example, an audio­
signal processing path that uses a subject's voice as in­
put to a separate ACN could be combined with the
video processing path to increase the probability of
correctly identifYing a subject. In fact, such a system
could use the audio signal to make a decision even
when a subject's face is obscured or outside the cam­
era's field of view.

We have implemented the APR system completely
in software on a SUN SPARCstation 1 workstation.
The training, which consisted of two passes of the
training set through the system, required about 25
min (4 sec/image). The testing was quite rapid-less
than 2 sec were required to identifY an input. We de­
signed the processing algorithms to exploit parallel/
vector computer architectures, which can yield sig­
nificant improvements in throughput.

Using both imaging and nonimaging data, we
have evaluated the ACN classifier extensively on other
object-recognition problems. The results of these
evaluations have been the subject of several Lincoln
Laboratory reports [1]. The ACN was initially utilized
for automatic target recognition with laser radar
range and passive-infrared imagery. The classifier has
also been used to identifY aircraft with pulsed-radar
range returns (nonimaging). Another application was
target detection from synthetic-aperture radar (SAR)
imagery. Currently the ACN is the basis for an auto­
matic ship classification system for inverse SAR
(ISAR) imagery. The challenging problem of face rec­
ognition has provided an opportunity for further eval­
uation of the ACN on a complex pattern-recognition
task.

(Note: The ISAR work was the subject of the arti­
cle 'M Automatic Ship Classification System for
ISAR Imagery," which appeared in an earlier issue of
this journal [2].)

Future enhancements to the ACN will lead to hier­
archical architectures that incorporate multiple fea­
ture sets and perform multiresolution recognition.
The long-term goal is to develop a classifier that is ca­
pable of addressing complex pattern-recognition
problems such as unconstrained APR in which the
subjects are viewed from a wide range of aspects
against complex and changing backgrounds under
different lighting conditions.

System Description

The Automatic Face Recognition (APR) system is
shown in Figure 3. The system contains a preprocess­
ing stage that removes the background and centers a
subject's face in an image frame, a feature-extrac­
tion stage that compresses the data, and a classifi­
cation stage that identifies the face. In our work, we
have used imagery acquired via a video digitizing
board that converts an NTSC-format video signal
from a video camera into a 720 X 480 pixel image

FIGURE 2. Samples of imagery of the same subject.
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FIGURE 3. Automatic Face Recognition (AFR) system,
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with a resolution of 7 bits/pixel.

Preprocessing

The APR system subsamples the face imagery by a
factor of 2 (resulting in a 360 X 240 pixel image) to
reduce the processing load in subsequent stages. The
boundaries of the face are then found with the Sobel
edge detector [3]. The system applies a threshold to
the edge-detected image to eliminate weak edges
while retaining the outline of the head. The threshold
used is 0.5 standard deviations above the mean inten­
sity value of the edge-detected image. In the reduced
image, pixels that lie outside of the head boundary are
eliminated (i.e., set to zero). The system then finds the
center of the face by calculating the pixel-intensity­
weighted center of mass. A 128 X 128 region contain­
ing a frame with a centered face can then be extracted
from the reduced image.

Feature Extraction

We have evaluated two approaches to feature extrac­
tion, both ofwhich are shown in Figure 3. Feature ex­
tractors are used for data compression to restrict the
classifier resource requirements. For instance, halving
the length of the features reduces the requirements for
ACN processing and storage by a factor of 2. Mini­
mizing the processing and storage requirements be­
comes crucial when a large number of subjects must
be processed.

The first approach to feature extraction (processing
path A in Figure 3) uses the preprocessed image di­
rectly by subsampling the image to various pixel reso­
lutions (64 X 64, 32 X 32, 16 X 16,8 X 8, and 4 X 4)
and then converting the subsampled image to a raster­
scanned feature vector. This approach requires little
processing overhead, but it produces feature vectors
that are sensitive to the absolute image intensity (as
opposed to the image intensity contrast).

The second approach (processing path B in Figure
3) uses a Hilbert space-filling curve [4], similar to the
Peano curve [5], to sample the two-dimensional im­
age into a one-dimensional vector. A one-dimensional
Haar Wavelet Transform (HWT) [6] is then per­
formed, and the lower-frequency Haar coefficients are
used as features (see the box, entitled "Haar Wavelets
for Multiresolution Signal Processing," on page 100).

This approach avoids the computationally intensive
two-dimensional Karhunen-Loeve Transform (KLT)
[7] or Discrete Cosine Transform (DCT) [8] used in
many APR systems, and reduces the "blocking" arti­
facts associated with these two-dimensional methods.
Another advantage of HWT is that the Haar coeffi­
cients are based on intensity contrast, rather than the
absolute intensity. As a result, the feature vector is not
sensitive to changes in overall lighting levels.

Figure 4 compares the two approaches to feature
extraction: subsampling versus reconstruction from
Haar wavelet coefficients.

Classification

After feature extraction, the salient information in the
feature vector needs to be isolated. One approach
looks for a fixed set of relationships that define a hu­
man face (e.g., the distance between a person's eyes)
and classifies subjects based on these measurements.
The difficulty with this approach is in the selection of
a metric that will provide separability across a wide
range of subjects. The ACN classifier, on the other
hand, automatically determines the relevant informa­
tion in the input by calculating the correlation be­
tween different feature vectors. The ACN is essential­
ly a clustering algorithm that automatically groups
similar feature vectors together to form clusters, and
uses a slow learning rule (described below) for adapt­
ing the cluster centers as new data are encountered. By
grouping multiple frames from a subject into a single
cluster, the ACN avoids forming a lookup table of the
training data.

The ACN shares many common attributes with
other classifiers described in the literature. The ACN
is unique, however, because it combines a slow learn­
ing rule with statistical methods to assign subject
names to clusters for single- and multiple-frame clas­
sification. A classifier similar to the ACN is the Re­
stricted Coulomb Energy (RCE) model [9], which
also forms new clusters automatically, but the RCE
does not adapt the cluster centers as new data are en­
countered. The k-means algorithm [10] updates the
cluster centers by averaging all exemplars associated
with a cluster, while the ACN uses slow learning to
reinforce localized regions selectively. The standard k­
NN algorithm [11] simply stores the entire training

VOLUME 7, NUMBER 1. 1994 THE LINCOLN LABORATORY JOURNAL 93



·MENONANDBOUD~U

An Automatic Face Recognition System Using the Adaptive Clustering Network

If the best match from the above equation is less

than the training correlation threshold A.train (i.e., if

Training

The ACN [13, 14], illustrated in Figure 5, groups in­

puts together into clusters based on the correlations

between the inputs. For face recognition, the training

correlation Ctrain between an input feature vector Finpur
and an existing cluster Fk is defined as

~nput . Fk

II~nputIIIIFkll'
k

ctrain

FIGURE 4. Comparison of two approaches to feature
extraction: subsampling versus a reconstruction from
Haar wavelet coefficients. The first column of images
shows the subsampling approach (processing path A in
Figure 3), From top to bottom, the images represent dif­
ferent pixel subsamplings: 4 x 4 (16 pixels), 8 x 8 (64 pix­
els), 16 x 16 (256 pixels), 32 x 32 (1024 pixels), 64 x 64 (4096
pixels), and 128 x 128 (16,384 pixels). Note the smearing of
details at the lower pixel resolutions. In fact, at resolu­
tions of 16 x 16 (256 pixels) and below, the structure of the
face is unrecognizable. The second column of images
shows a reconstruction from Haar wavelet coefficients
(processing path B in Figure 3). From top to bottom, the
images represent different nu mbers of coefficients used:
16,64,256,1024,4096, and 16,384. Note that, although de­
tails of the face have been eliminated at the lower resolu­
tions, the underlying structure of the face has been main­
tained and is still recognizable down to 256 coefficients.
Comparing the 256-pixel subsampled image with the 256­
coefficient Haar image, we see that the face is more
clearly discernible in the Haar image. This result was ex­
pected because the subsampling processing indiscrimi­
nately throws away information in the images. The selec­
tion of a low number of Haar coefficients, on the other
hand, simply eliminates details of the face while main­
taining the fundamental gross characteristics. Hence,
for the lower resolutions, the additional information con­
tent of the Haar reconstruction justifies the extra pro­
cessing that the wavelet feature extraction requires.

set. During testing, the most frequently occurring

class (from the training set) among the k-nearest

neighbors to the input is used to label the input. The

Learning Vector Quantizer (LVQ) [12] clusters the

training data but uses a computationally intensive su­

pervised scheme for adjusting the cluster centers to re­

duce classification errors.

Haar wavelet
coefficients

64

16

256

4096

1024

16,384

Subsampling
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maxk C:rain < Attain)' then a new cluster is added. Oth­
erwise, the best-match cluster is updated according to
a simple "learning" rule given by

Fnew Fold (F FOld)
k = k + Y Input - k '

where Y is the "learning" rate, which governs the rate
of update of a cluster Fk- For y = 1, the input replaces
the cluster; for y = 0, no update occurs. Typically, y is
set to a value between 0.10 to 0.25 to suppress small
variations caused by noise and changes in a subject's
facial expression, and to reinforce consistent features
of the subject's face. After the training set has been
processed, each cluster is assigned a class name that is
associated with a particular subject.

Cluster Class Contrast

The ACN is an unsupervised neural network in the
sense that the feature vectors are grouped together

into clusters regardless of what subject they represent.
Therefore, it is possible that a given cluster may have
been formed from several different input subjects, as
illustrated in Figure 6. The class name (i.e., subject
name) applied to a cluster is that class (i.e., subject)
which has the highest frequency of occurrence in
the cluster. Ideally, most of the entries in a cluster
would be associated with the same subject. But if dif­
ferent subjects produce similar feature vectors, then
no single class will form a majority in the cluster. Dur­
ing testing, confusable subjects (i.e., subjects with
similar feature vectors) will match with such clusters,
producing incorrect classifications. To reduce the
number of misclassifications, the ACN reviews the
clusters after training, and those clusters in which no
single class dominates are labeled "unknown." During
testing, the confusable subjects will be reported as un­
known, thereby reducing the number of incorrect
identifications.

t t Clusters t t
vlQvv~ ~ ~ ~

Class A Class A Class B Class B Class B Class A Class A Class A

Input featu re vecto rs

FIGURE 5. Adaptive Clustering Network (ACN). For details of the network, see the main text.
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Classes for the kth cluster

k-2 k-1 k

Clusters

k+1 A B C

FIGURE 6. Cluster class contrast. The class with the highest frequency of occurrence in a cluster becomes the class
name that is applied to that cluster. Thus, for the kth cluster, the class name B is assigned. To determine the degree to
which the peak class dominates the other classes in a given cluster, we use a measure called the cluster class contrast,
which is calculated for each cluster by taking the number of entries for the peak class and subtracting the average num­
ber of entries for the remaining classes. The result is then normalized by dividing by the total number of entries in the
cl uster.

A measure called the cluster class contrast is used to
determine the degree to which the peak class domi­
nates the other classes in a given cluster. The value is
calculated for each cluster by taking the number of
entries for the peak class and subtracting the average
number ofentries for the remaining classes. The result
is normalized by dividing by the total number of en­
tries in the cluster. Thus the class contrast for a cluster
formed from a single class will be unity. The class
contrast for a cluster in which no single class domi­
nates will be close to zero, because the difference
between the peak and the mean will be very small.
After training, clusters whose class contrast measure­
ments fail to meet a given threshold are labeled "un­
known." A potentially adverse effecr of this technique
is the elimination of all of the clusters that represent
a given subject by setting the threshold too high.
This situation may occur for low Attain settings, be­
cause such settings increase the likelihood that mul­
tiple subjects will fall into the same cluster. The sub­
jects whose clusters were eliminated will always be
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reported as unknown during testing.

Testing

During testing, the ACN calculates the correlation
between an input and each of the stored clusters. The
ACN then sorts the clusters by their correlation to the
input and forms a class histogram based on the top k­
nearest neighbor (k-NN) clusters. The relative contri­
bution of each cluster to the class histogram is deter­
mined by the cluster class contrast described earlier. A
k-NN class contrast based on the peak in this histo­
gram is calculated. If this class contrast exceeds a given
threshold, then the input is identified as the class asso­
ciated with the peak in the histogram. Otherwise, the
input is reported as "unknown." The case of k = 1 la­
bels the input with the class of the best-match cluster.

Multiple-Frame Processing

To accumulate evidence for a particular decision and
to reduce the effects of single-frame errors, we used
multiple frames obtained from real-time video obser-
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vations of the subjects. For each observation, a class
histogram was constructed from the single-frame test
results. The peak in the class histogram indicated the
most probable subject identification, whereas the lack
of a distinct peak caused the observation to be report­
ed as "unknown."

The observation class contrast (analogous to the
cluster class contrast) is a measure of the degree to
which the peak class dominates the other classes for an
observation. The value is calculated for each observa­
tion by taking the number of frames for the peak class
and subtracting the average number of frames for the
remaining classes. The result is normalized by divid­
ing by the total number of frames in the observation.
An observation is labeled "unknown" if its class con­
trast fails to exceed a given threshold.
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with Figure 8 such that a maximum performance level
is obtained for a minimum number of clusters.

FIGURE 8. Training performance as a function of the
number of clusters formed.

Training Results

Using Figure 8, we set Arrain equal to 0.93, which re­
sulted in the formation of25 clusters. The number of
clusters formed corresponded approximately to the
eight subjects, with three views per subject. Five of the
25 clusters contained only a single entry and were
thus not considered reliable. The system labeled these
single-entry clusters as "unknown," leaving 20 clus-

Correlation Threshold

The training correlation threshold Arrain determines
the cluster structure. To study the effect of Arrain on
system performance, we trained the ACN by using

various Arrain values. For each different value, we pre­
sented the training set to the ACN in 10 separate tri­
als in which the data were ordered in different se­
quences. The mean and standard deviation of the
percent of the number of images that the system clas­
sified correctly, the percent that the system labeled
"unknown," and the number of clusters formed were

tabulated for each Arrain setting. Figure 7 presents the
percent correct, percent incorrect, and percent un­

known as a function of Arrain'

If Arrain is set too low, then all inputs will map to
only one or a few clusters. If Arrain is set too high, the
inputs will be separated to the extent that each input

will form its own cluster. Typically, Arrain is chosen

Results and Discussion

Training

The training set contained 130 images of eight differ­
ent faces with each face represented at a left facing
(-900

), straight ahead (00
) and right facing (900

) ori­
entation. We presented the entire training set to the
ACN over two repetitions to allow the cluster struc­
ture to stabilize. A learning rate of 0.25 was used to
suppress any minor variations in the imagery.
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Table 1. Class Confusion Matrix: Training

Class Reported by System
2 3 4 5 6 7 8 Unknown

Actual
Class

1 21 0 0 0 0 0 0 0 0

2 0 17 0 0 0 0 0 0 0

3 0 0 17 0 0 0 0 0 0

4 0 0 0 13 0 0 0 0 0

5 0 0 0 0 18 0 0 0 0

6 0 0 0 0 0 15 0 0 0

7 0 0 0 0 0 0 16 0 0

8 0 0 0 0 0 0 0 13 0

ters with a valid class label.
The training performance of the system is summa­

rized in a class confusion matrix in Table 1. The rows
of the matrix represent the actual classes of the faces
while the columns contain the classes that the system
reported. Thus all of the off-diagonal entries would be
zero for the ideal case in which the system classifies
every face correctly, as is true in Table 1. Clearly the
APR system is able to separate the various faces at each
of the different orientations.

To determine the effect of spatial resolution on
the training performance of the system (processing
path A of Figure 3), we subsampled the 128 x 128
input imagery to pixel resolutions of 64 x 64, 32 X

32, 16 X 16, 8 X 8 and 4 X 4. Figure 9 presents
the results for a '\rain setting of 0.93. Note that the
performance is constant down to a resolution of
16 X 16 pixels and then degrades rapidly for 8 X 8
and 4 X 4 images. Still, even for 4 X 4 images the
system labels inputs as "unknown" (53%) with few
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0 ...1-11----1__---...----'----....
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100 .I.- -
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u
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FIGURE 9. Training performance as a function of the in­
put image size.
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FIGURE 10. Training performance as a function of the
number of Haar wavelet coefficients.
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Table 2. Class Confusion Matrix: Testing

Class Reported by System
2 3 4 5 6 7 8 Unknown

Actual
Class

1 21 0 0 0 0 0 0 0 0

2 0 16 0 0 0 0 0 0 0

3 0 0 17 0 0 0 0 0 0

4 0 0 0 11 0 0 0 0 0

5 0 0 0 0 17 0 0 0 0

6 0 0 0 0 0 13 0 0 0

7 0 0 0 0 0 0 15 0 0

8 0 0 0 0 0 0 0 12

misidentifications (I 2%).
We then evaluated the system with extracted fea­

tures (processing path B of Figure 3) rather than the
raw imagery. Using a Hilbert space-filling curve fol­
lowed by the calculation of the Haar wavelet coeffi­
cients for feature extraction, we sampled each image
into a one-dimensional vector. Figure 10 presents
the training results for various numbers of wavelet
coefficients (see the box, entitled "Haar Wavelets for
Multiresolution Signal Processing," on page 100).

Note that the wavelet coefficients reduced the num­
ber of misidentifications at the lower resolutions.
Using three wavelet coefficients (scale =2), the system
classified only 5% of the imagery incorrectly, com­
pared with 12% for the raw subsampled 4 X 4
imagery.

Testing Results

We tested the system with imagery that was exclusive
of the training set. The testing set contained 123 im-

128

-

-

32 64 96

Size of input imagery (in pixels by pixels)

___ Percent correct
____ Percent incorrect
"""'*- Percent unknown -

100 I--,.;:::::=:::e=====::::::t~====::r::=======-

1.000.85 0.90 0.95
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O.--===w------t........-iH,....,..~._,J
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ttl ttl

E
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Percent incorrect E 50~
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25 25 -

FIGURE 11. Testing performance as a function of the
training correlation threshold A.train'

FIGURE 12. Testing performance as a function of the in­
put image size.
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HAAR WAVELETS FOR MULTIRESOLUTION
SIGNAL PROCESSING

FIGURE A. Example of a one-dimensional Haar wavelet with eight basis
functions over four scales.

Scale =0 </1 1 =~ [1 1 1 1 1 1 1 1] -:Fl
Scale =1

1 -:FtJ</1 2 =- [1111 -1-1-1-1]
-ff

1 3b-1</1 3 ="2 [11-1-1 0000]

Scale =2

1 J---qj</1 4 ="2 [000011-1-1]

</1 5 =~ [1 -1 000000] -:h
1 -+-tr1</1 6 =12 [0 0 1 -1 0 0 0 0]

Scale =3

-+---%1</1 7 =~ [0 0 0 0 1 -1 0 0]

</1 8 =~[0000001-1] -:H

THE BASIC IDEA behind multireso­
lution processing is that a signal
should be modeled with a set of
basis functions that operate over a
range of resolutions to allow for
changes in the signal that can oc­
cur at a multitude of different
scales. For the basis functions, we
can use wavelets, which are a gen­
eral set of functions that incorpo­
rate both position and scale in
their definition. A particular class
ofwavelets uses a prototype basis
function from which all other
functions can be derived by the
appropriate shifting and scaling
ofthe prototype. Hence a particu­
lar class of wavelets will have the
same shape but differ in the loca­
tion and resolution oftheir action
on the signal. (Note: For a com­
prehensive review ofwavelets, see
Reference 1.)

We can approximate a signal by
taking a linear combination ofthe
wavelet basis functions ¢ multi­
plied by a set of wavelet coeffi­
cients c. For feature extraction,
wavelets are a convenient way to
represent the signal because the
wavelet coefficients (which serve
as the features) correspond to the
correlation ofthe prototype func­
tion with the signal at various po­
sitions and scales. Hence a signal
that varies quickly (high frequen­
cy) will result in large-magnitude
coefficients at small scales and
small-magnitude coefficients at

large scales. For our face-recogni­
tion application, the feature set is
the magnitude ofthe first M coef­
ficients. The value of M can be
varied to find the minimum num­
ber that would correctly separate
the subjects.

In our present work, we have
used Haar wavelets [2]. Figure A
contains an example of a one-di­
mensional Haar wavelet with
eight basis functions over four
scales. Note that the same shape of
the basis function is shined at each
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scale and is attenuated with in­
creasing scale. At the finest scale
used (scale = 3), the basis func­
tions are sensltlve to transltlons
over juSt two elements in the input
signal. The Haar wavelet has the
property that the number ofbasis
functions is always a power of 2.

As mentioned earlier, we can
approximate an input signal y by
using a linear combination of the
basis functions over all scales and
shifts:

M

y(n) = L cj¢Jj(n).

j=1

Because the Haar wavelet forms

an orthonormal basis, the coeffi­
cients C can be derived with the
following equation:

N

ck = Ly(n)¢Jk(n),

n=1

where N =number ofelements in
the input vector.

In the current face-recognition
application, we have used the
shift-dependent coefficients be­
cause the faces are always centered
in a region offixed size. For a more
general application, a feature set
that is not sensitive to the position
of the face in the field of view is
needed. We can derive a set offea-

cures that is invariant to a shift in
the signal by calculating the root­
mean-square magnitude ofthe co­
efficients across all locations
(shifts) at a given scale. The length
of this feature vector will be the
number of scales required to ap­
proximate the signal adequately.
Further work with such a feature
set is necessary to determine if the
shift invariance influences the
separability of the signals.
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scales (processing path B ofFigure 3). Figure 13 shows
the results. Note that the wavelet feature extraction
achieved a significant decrease in the number of mis­
identifications at the lowest resolution (three wave­
let coefficients). At this resolution, there were only
5% misidentifications, compared to 14% for the
raw 4 X 4 imagery.

ages of eight different faces, with each face represent­
ed at the same three orientations (-90°, 0°, and 90°)
used for training. The clusters formed during each of
the 10 training trials were used to initialize the system
prior to testing. Figure 11 shows that the best testing
performance for the fewest number ofclusters formed
was obtained with the ACN trained at Arrain = 0.93
(25 clusters formed). At that Atrain setting, the system
performance was 99% correct, 1% unknown, and
0% misidentifications. Table 2 shows the class confu­
sion matrix for testing. Using multiple-frame process­
ing, the system achieved a correct performance of
100%.

We studied the effect of spatial resolution on the
testing performance by using different subsampled
image sets (processing path A of Figure 3). Figure 12
shows the results. The system performance is constant
down to a 16 X 16 image size; at smaller sizes the per­
formance degrades rapidly. The results, however, are
biased toward "unknown" classifications rather than
misidentifications. For a 4 X 4 image size, the system
classified 14% of the images incorrectly, and 53% as
"unknown."
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We also tested the system by using Haar wavelet
coefficients as the featute vector at various wavelet

FIGURE 13. Testing performance as a function of the
number of Haar wavelet coefficients.
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FIGURE 14. ACN architecture using a coarse-to-fine hierarchy with clusters c1 through eN.

Summary

We have developed and evaluated a preliminary Auto­
matic Face Recognition (APR) system that uses the
Adaptive Clustering Network (ACN) to separate dif­
ferent subjects automatically by grouping similar faces
together into clusters. The ACN slow-learning rule
accommodates small variations in the data, e.g., dif­
ferent facial expressions of the same subject, by selec­
tively updating the cluster centers.

To assess the APR system's performance, we used a
small database of imagery in which the subjects were
positioned at a fixed distance from the camera against
a benign background. Without using feature-extrac­
tion techniques, the system identified 99% of the im­
ages correctly with no misidentifications. This perfor­
mance was constant from the full resolution (128 X

128 pixels) imagery down to the subsampled (16 x
16) imagery. For the lowest resolution (4 X 4) imag­
ery, the performance degraded to 33% correct with
14% misidentifications. Using Haar-wavelet feature
extraction, the system was able to reduce the number
of misidentifications at the lower resolutions while
maintaining the performance level at the higher reso­
lutions. With multiple-frame processing, the system
performance increased to 100% correct.

Future Work

Future work will include thorough evaluations of the
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APR system on larger populations (the next study will
involve 50 to 200 subjects) typically encountered in
access-control applications. Datasets need to be col­
lected periodically to track the system performance as
the appearance of the subjects changes over time. To
maintain a high level of performance for large popula­
tions, we will investigate the use of a hierarchy of
ACN classifiers to perform multiscale processing.
Both fine- and coarse-scale features from wavelet fea­
ture extraction could be utilized with this approach.
We will also evaluate the fusion of both image and
voice data by a system that consists of two separate
ACN classifiers, one dedicated to video imagery and
the other to features extracted from an audio signal.

Hierarchical Architecture

We could extend the ACN to a radial basis function
(RBF) [15] architecture to form an arbitrarily close
approximation to any nonlinear mapping. In this ap­
proach, the ACN could be used to form the clusters in
the first layer of the RBF; a least mean square (LMS)
algorithm [16] is typically used to find the weights to
the second mapping layer. A drawback of using an
RBF architecture is that both the clustering and map­
ping must be updated to account for new training
data.

A more flexible ACN-based architecture creates an
additional ACN for every cluster that lacks a distinct
peak class and has a reasonable number of entries
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(typically 10 or more). The newly created ACN at­
tempts to separate the input patterns by using a differ­
ent feature set. This architecture forms a tree-like
structure that can incorporate different features from
the same dataset, e.g., a hierarchy of networks that
process coarse to fine features from the dataset. The
architecture can also fuse different datasets to improve
the overall classification by using different ACNs for
the different datasets. The process of adding new
ACNs can occur during training so that, when a new
dataset becomes available, it can be processed without
the need to retrain the system on the previous dataset.

For the APR application, the hierarchical structure
would consist of a first layer ofACNs for distinguish­
ing between general facial characteristics such as a per­
son's overall head shape, the presence of facial hair,
and the spatial relation of the eyes to the nose and
mouth. The following layers would utilize increasing­
ly finer features to distinguish between people with
similar general features. The number of layers follow­
ing each ACN would be determined directly by the
data and would vary for each of the different general
facial types. The ACN would automatically deter­
mine the necessary general feature types and the
successive layers. This approach is well suited to mul­
tiresolution representations resulting from wavelet­
transform feature extraction, as shown in Figure 14.
The first-layer network would use the average RMS
power of the wavelet coefficients across all scales, fol­
lowed by networks that use the coefficients at differ­
ent shift positions at finer scales. The feature set for

networks beyond the first layer would be formed by
setting a power threshold to locate (segment) wavelet
coefficients of interest across the different shift posi­
tions. We will investigate this approach in future
work.

Data Fusion

In many cases the APR task is complicated by, among
other factors, the occlusion of a subject or significant
changes in a subject's appearance. Thus a more reli­
able person-recognition system should incorporate
another independent measurement, such as that of a
subject's voice, to improve the probability of correctly
identifYing the subject. When an additional measure­
ment ofdiffering dimensionality and data rate is used,
a methodology is needed to combine data from the
disparate sources (e.g., a video image and an audio
signal).

We can structure multiple ACN classifiers to make
decisions based on multiple data sources. Figure 15 il­
lustrates an architecture that fuses data from N do­
mains to arrive at a final classification decision. Note
that an ACN has been dedicated to each domain, and
that the output from each ACN is a class histogram,
not a final decision. To arrive at a final decision, the
system combines the class histograms from each ACN
to form a cumulative class histogram. Using the cu­
mulative histogram, the system calculates the class
contrast measure, which indicates the dominance of
the peak class (see the subsection "Cluster Class Con­
trast"), and compares the measure to a given thresh-
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FIGURE 15. Data fusion with ACNs.
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old. If the class contrast measure exceeds the thresh­
old, then the decision is the peak class; otherwise, a
decision is not made.

The architecture of Figure 15 offers several key ad­
vantages over rypical data-fusion systems:
• The final class decision does not require the si­

multaneous presence of data in all domains be­
cause of the use of a cumulative histogram.

• The ACN class histograms from each domain
can be formed from single- or multiple-frame
presentations, and the histograms act as a buff­
ering stage to allow different data rates in each
domain.

• New domains can be incorporated easily with­
out a restructuring or retraining of the existing
system because the data fusion occurs within the
cumulative histogram.

• New data can be incrementally inttoduced into
each domain without affecting the remaining
domain classifiers.
We expect the performance of a person-recogni­

tion system that uses both video imagery of a subject's
face and an audio signal of the subject's voice to sur­
pass the performance of the single-channel APR sys­
tem. The audio signal will complement the video im­
agery by providing a class histogram even when the
subject's face is obscured or outside the camera's field
ofview.
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