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B In this article we propose an improved version of a conventional template-
matching classifier that is currently used in an operational automatic target
recognition system for synthetic-aperture radar (SAR) imagery. This classifier
was originally designed to maintain, for each target type of interest, a library of
2-D reference images (or templates) formed at a variety of radar viewing
directions. The classifier accepts an input image of a target of unknown type,
correlates this image with a reference template selected (by matching radar
viewing direction) from each target library, and then classifies this image to the
target category with the highest correlation score. Although this algorithm
seems reasonable, it produces surprisingly poor classification results for some
target types because of differences in SAR geometry between the input image
and the best-matching reference image. Fach reference library is indexed solely
by radar viewing direction, and is thus unable to account for radar motion
direction, which is an equally important parameter in specifying SAR imaging
geometry. We correct this deficiency by incorporating a model-based reference
generation procedure into the original classifier. The modification is
implemented by (1) replacing each library of 2-D templates with a library of
3-D templates representing complete 3-D radar-reflectivity models for the target
at each radar viewing direction, and (2) including a mathematical model of the
SAR imaging process so that any 3-D template can be transformed into a 2-D
image corresponding to the appropriate radar motion direction before the
correlation operation is performed. We demonstrate experimentally that the
proposed classifier is a promising alternative to the conventional classifier.

N AUTOMATIC TARGET RECOGNITION (ATR)
Asystem is an integrated collection of algo-
rithms designed to process sensor measure-
ments so that targets can be efficiently detected and
identified. The algorithms that comprise an ATR sys-
tem are applied on a computer and are organized so

that human intervention is not required.
An important component of any ATR system is its

classifier. The function of the classifier is to take input
measurements that represent detected targets and cat-
egorize these inputs according to target type. The
classifier is designed with the assumption that each
input belongs to one and only one category from a
predetermined set (e.g., tank, truck, gun), and that the
input has certain observable characteristics that aid in
its assignment to this category. The classifier output
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FIGURE 1. Block diagram of the three-stage SAR automatic target recognition system developed by Novak. The input
consists of SAR imagery representing many square kilometers of terrain and potentially containing several targets of
interest; the output consists of locations and classification labels for these targets. This article proposes an improved

version of the classifier stage.

corresponding to each input is an estimate of the
correct category label, based on the observable char-
acteristics of the input.

Of course, the issues involved in building a classi-
fier vary according to the kinds of sensor measure-
ments being processed. In this article, we are con-
cerned exclusively with a classifier whose inputs are
2-D synthetic-aperture radar (SAR) images. In par-
ticular, we analyze and suggest extensions to the struc-
ture of the classifier in the SAR ATR system devel-
oped by Leslie M. Novak (see the article entitled
“Performance of a High-Resolution Polarimetric SAR
Automatic Target Recognition System” in this issue).
This ground-based system has been designed to oper-
ate in an off-line, experimental setting. It has been
rigorously tested over the past five years, and it is one
of the first systems of its kind to process large quanti-
ties of actual SAR data.

Novak’s SAR ATR system is conveniently decom-
posed into a sequence of three processors: a detector
(or prescreener), a discriminator, and a classifier (see
Figure 1). The detector searches through imagery rep-
resenting many square kilometers of terrain, and out-
puts a collection of regions of interest centered at
possible target locations. (Each region of interest is a
subimage extracted from the original SAR dataset;
collectively, all of the regions of interest comprise
only a small fraction of this original dataset.) The
discriminator applies further processing to distinguish
between two kinds of regions of interest: those con-
taining man-made objects (i.e., either targets or man-
made clutter) and those containing natural clutter.
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All regions of interest that appear to contain natural
clutter are discarded. Finally, the classifier assigns each
remaining region of interest to a predefined target
category, or to a none-of-the-above category if the re-
gion of interest appears to contain man-made clutter.
Although Novak’s ATR system is usually applied to
the multiclass target identification problem (i.e., the
problem in which two or more kinds of targets must
be distinguished), for convenience we consider only
the one-class problem in this article. In the one-class
problem only one kind of target is of interest; there-
fore, the classifier output reduces to a simple yes/no
decision that indicates whether a target of this kind is
present in the region of interest. Figure 2 illustrates
the input-output operation of a one-class classifier.
Novak’s classifier, which we refer to as the baseline
classifier, uses a conventional template-matching al-

Target
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Classifier — Decision

\

Target
absent

Region of

FIGURE 2. |llustration of the input-output operation of the
baseline one-class classifier. The input is a subimage, or
region of interest, extracted from the original SAR dataset;
the output is a decision indicating whether a target of
interest is present.
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gorithm. The one-class version of this classifier is
implemented in the following way. For a particular
target of interest, the classifier has a database of stored
reference images, each formed by using a different
radar viewing direction. The reference image whose
associated radar viewing direction best approximates
that of the incoming test image (i.e., the incoming
region of interest) is called up from the database and
is correlated with the test image to generate a match
score. If this score exceeds a predetermined threshold,
the classifier declares that a target of interest is present.

The template-matching algorithm is attractive be-
cause it is readily implemented on a computer and it
has an intuitively pleasing structure. For a database
formed by using a typical imaging configuration, how-
ever, the classifier produces poor results for some
target types. This fact is not surprising, because the
system was originally designed to process images
formed with a fixed SAR geometry, whereas in the
most commonly used imaging configurations the SAR
geometry is continually changing. In this article, we
seek to generalize the structure of the classifier to
account for variability in SAR geometry.

SAR geometry can be characterized as a function
of two parameters—radar viewing direction and ra-
dar motion direction. The baseline classifier does not
account for radar motion direction, however, and is
therefore equipped with an incomplete set of refer-
ence images in its database. The baseline classifier was
designed with the assumption that the radar viewing
direction is the only parameter that can be varied to
produce different images of a target.

In reality, the direction of radar motion is an equally
important parameter in defining the SAR imaging
geometry, which implies that two images formed with
the same radar viewing direction, but with different
radar motion directions, will look different. Even
though the same physical target scatterers are illumi-
nated in both cases, the 3-D scatterer positions be-
come mapped to two different 2-D SAR image loca-
tions. Because the baseline classifier ignores the
direction-of-motion parameter, it often correlates a
test image and a reference image that are formed with
different SAR imaging geometries. These differences
in imaging geometry cause the test image and refer-
ence image to have dissimilar characteristics, and con-

sequently to have a low correlation score.

An immediate solution to this problem is to in-
clude in the classifier database additional reference
images formed by using the SAR geometries that are
not currently represented. This solution is undesir-
able, however, because it would require a costly data
collection, and it would also increase the storage re-
quirements for the database by roughly an order of
magnitude.

In this article we describe a more elegant solution
for improving classifier performance than the mere
tenfold augmentation of the reference set described
above. This new solution, which maintains the tradi-
tional template-matching engine, calls for two major
modifications to the baseline classifier: (1) the re-
placement of the present set of 2-D reference images
with a set of 3-D templates, and (2) the incorporation
of a mathematical model of the SAR imaging process
so that any 3-D template can be appropriately trans-
formed to synthesize a 2-D reference image for the
correlation operation. Later in this article we describe
a novel method for creating 3-D templates from cur-
rently existing 2-D target images.

The body of the article is divided into three major
sections. In the first section we describe in detail how
the baseline classifier works. In the second section we
demonstrate the problem with this classifier and ex-
plain why this problem exists. In the third section we
describe specifically how we can modify the baseline
classifier to improve its overall performance. Finally,
we summarize the key points of the article and sug-
gest directions for future work toward improving clas-
sification performance in a SAR ATR system.

How the Baseline Classifier Works

The algorithm used by the baseline classifier is de-
scribed schematically in Figure 3. As shown in this
figure, the input to the classifier consists of two com-
ponents. The first input component is a 2-D test
image representing a region of interest from the origi-
nal SAR dataset. As mentioned above, this image has
passed through the first two stages of the ATR system
(i.e., the detection and discrimination stages) and
thus contains an object that appears sufficiently
targetlike to be considered for classification. The sec-
ond input component is a pair of angle values that
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FIGURE 3. Schematic description of the algorithm used by the baseline one-class classifier. The classifier uses the aspect
angle a and the depression angle 6 to select a 2-D reference image from the database. This reference image is then
correlated with the input test image; if the correlation score p is greater than or equal to the threshold z, the farget present

decision is declared.

define the radar viewing direction with respect to the
imaged object. These values are estimates of the angles
a (the aspect) and 6 (the depression), which are defined
pictorially in Figure 4.

Because the database is conveniently indexed ac-
cording to these two radar viewing angles, the classi-
fier can readily select the reference image whose as-
pect and depression are closest to the input estimates
of @ and 6 computed for the test image. Once the
appropriate reference image is selected, it is scaled so
that the sum of the squares of its pixel values is equal
to unity; the test image is also scaled in this way. Next,
the normalized test and reference images are corre-
lated to yield a correlation score p whose value is
between 0 and 1.

This correlation operation is mathematically de-
fined in the following way. Let us assume that the test
and reference images are equal in size, each having M
cells in the range dimension and /V cells in the cross-
range dimension. Let the function 7°(-,+) be defined
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for integer values of its arguments such that 7(m,7) is
equal to the amplitude of the test image at the range
and cross-range location (m,7) for 1 = m <= M and
1 < n= N, and is equal to zero for all other values of m
and 7 Let the function R(-,-) be defined analo-
gously with respect to the reference image. Then the
correlation score p for the two images is defined by

LN
p = max{-— T'(mn) RG +m, j+n)!,

where s is the overall normalization factor given by

i[R(m, rz)]2 i

1 n=1 m=1 n=

N
S =

Mz

[T(m, n)]2 :
1

3
]

As shown in Figure 3, the classifier declares that a
target is present in the test image only if p is greater
than or equal to the preselected threshold =.
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FIGURE 4. Pictorial definition of the aspect angle a and
the depression angle 6. These angles specify the radar
viewing direction with respect to the imaged object.

We can more clearly understand the fundamental
problem with the baseline classifier by analyzing how
the target reference images are generated for the clas-
sifier database. Each reference image is formed from
data collected by the Lincoln Laboratory millimeter-
wave airborne radar [1]. Once a target of interest is
deployed in an open area, the data are collected by
using a special mode of the radar known as spotlight
mode, which is illustrated in Figure 5. In this mode,

FIGURES5. Imaging configuration for spotlight-mode SAR.
In this mode the airplane moves in a straight line at a
constant altitude, while the antenna is steered continu-
ously so that it always points at a fixed patch of terrain.

the airplane flies in a straight line at constant altitude,
and the radar antenna is steered continuously so that
it always points in the direction of the target.

With the radar beam illuminating the target like a
spotlight throughout the flight, a new image of the
target can be formed approximately every degree of
azimuth. Each new image can be used as a reference
for the classifier database. A set of reference images
representing 360° of aspect coverage is created by
flying four such linear paths to view the target from
all sides, as shown in Figure 6.

Although spotlight mode is not the only mode that
can be used to generate reference images, it is the
most convenient and efficient mode for imaging a
target at a variety of radar viewing angles. To see why
this statement is true, consider the database of spot-
light imagery that can be generated by flying the basic
pattern shown in Figure 6 at a sequence of increasing
altitudes. Clearly, if the difference between successive
flight-path altitudes is small enough, then the data-
base will contain a representative image of the target
that is close to any desired aspect-angle and depres-
sion-angle pair. Moreover, this complete coverage is
obtained without ever having to move the target. In
spite of the many advantages to using this kind of
data-collection procedure, there is a serious deficiency
associated with it. This deficiency is analyzed in detail
in the next section.

Why the Baseline Classifier Needs Improvement

Now that we have discussed the method used to
generate target reference images for the database, we
are better equipped to analyze why the baseline classi-
fier can make a gross error in categorizing an input
test image. In this section we explain how such
misclassifications occur, even though the database is
densely populated with target reference images from
all desired radar viewing directions.

We begin by using Figure 7 to demonstrate what is
wrong with the baseline classifier. Figure 7(a) shows
an optical photograph of an M48 tank, and Figures
7(b), 7(c), and 7(d) show three simulated SAR images
of the tank. The SAR images are color coded with a
scale that makes a gradual transition from black (low
intensity) to green (medium intensity) to white (high
intensity). In each SAR image, the front part of the
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tank is pointing toward the upper left corner of the
image. All three SAR images shown in this figure were
formed by using the same aspect angle and depression
angle. In other words, the same scatterers on the
target were illuminated by the radar from the same
viewing direction for each image. Note, however, that
the images look dramatically different. This phenom-
enon contradicts the key design assumption that fix-
ing the radar viewing direction uniquely specifies the
SAR image of the target.

To understand how the existence of three such
images affects the classifier, let us assume that Figure
7(b) is a stored reference image and that Figure 7(d) is
an incoming test image. Because the two images were
formed by using exactly the same radar viewing direc-
tions, the image in Figure 7(b) would be chosen as the
reference image most likely to match the test image.
But because the two images are so dissimilar, their

correlation score would be low, and consequently the

test image could be erroneously labeled as containing
no target.

The only difference between the SAR imaging con-
figurations used to generate the images in Figures
7(b), 7(c), and 7(d) was the direction in which the
radar was moving with respect to the viewing direc-
tion. This change alone is sufficient to yield SAR
images that look quite different, and yet the direc-
tion-of-motion parameter has been completely ig-
nored in the design of the baseline classifier.

To see how this parameter directly affects the ap-
pearance of a SAR image, we devote much of this
section to the description and application of a widely
used mathematical model of the SAR imaging pro-
cess. In particular, we model the SAR transformation
as a projection of the 3-D distribution of target scat-
terers onto a 2-D image plane, and we demonstrate
the usefulness of this model by a simple example.

The projection model is conceptually important

FIGURE 6. Top view of the flight path used to create a set of target reference images representing 360° of aspect coverage.
A sequence of the generated reference images is shown notionally at right.
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(b)

(d)

FIGURE77. (a) Photograph of an M48 tank. The computer-generated images in (b), (c), and (d) are simulated SAR images of
an M48 tank, all created with the same aspect and depression angles but with different squint angles ¢, where ¢ specifies the
direction in which the radar is moving with respect to the viewing direction. The SAR images are color coded with a scale
that makes a gradual transition from black (low intensity) to green (medium intensity) to white (high intensity). In each SAR
image, the front part of the tank is pointing toward the upper left corner of the image. (The SAR images were generated with
the SARTOOL signature simulation software developed by The Analytical Sciences Corporation.)

for the remainder of the article, particularly in the
final section in which we incorporate this model into
an improved version of the baseline classifier. We now
prepare to introduce the projection model with some
fundamental definitions associated with the SAR im-
aging process.

Description of SAR Imaging Geometry

Figure 8 illustrates the basic elements that define the
spotlight SAR imaging geometry. In this figure, we
see the airborne radar as it moves in a straight line
while its antenna is steered to illuminate a fixed ground

location known as the azmpoint. We have imposed a
mathematical structure on this geometry by using a
Cartesian coordinate system (known as the world co-
ordinate system) whose origin coincides with the
aimpoint, and whose coordinate locations (x, y, 2) are
measured in terms of the unit basis vectors x, y, and
z (shown in blue). In this system, we use the conven-
tion that y points in the direction of radar motion.
Also, note that in the vicinity of the aimpoint we
model the local earth surface as a ground plane defined
by the equation z = 0.

The line that passes through the radar position and
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FIGURE 8. lllustration of the basic elements that define the spotlight SAR imaging geometry.
Two coordinate systems are represented that share a common origin coinciding with the
aimpoint. The world coordinate system (in blue) is defined by the unit vectors x, y, and z.
The radar coordinate system (in red) is defined by the unit vectors ¥, ¢, and n.

coincides with the direction of radar motion is called
the line of flight, while the line that intersects both the
radar position and the radar aimpoint is called the
line of sight. The plane defined by these two lines is
called the slant plane; the projections of these two
lines downward onto the ground plane are called,
respectively, the projected line of flight and the pro-
Jjected line of sight.

Throughout our discussion, we often refer to the
three angles @, 6, and ¢, which are also shown in
Figure 8. The angles a and 6 were introduced earlier
in the text in Figure 4, but we define them more
precisely here. The aspect « is the angle between the
principal target axis in the ground plane and the
projected radar line of sight. The depression 6 is the
angle between the radar line of sight and the ground
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plane. The angle ¢, which is known as the squint, is
defined as the geometric complement of the angle
between the projected line of flight and the projected
line of sight. Note that the two angles a and 6 deter-
mine the radar viewing direction, whereas ¢ deter-
mines the direction of radar motion relative to the
viewing direction.

Each of these definitions is useful as we develop
our mathematical abstraction of the SAR imaging
process. Specifically, we use the above definitions to
describe the SAR transformation as a projection of a
3-D distribution of target scatterers onto the 2-D
slant plane. In the appendix we give a detailed justifi-
cation for representing the SAR transformation this
way, based on the actual physical quantities measured
by a SAR. In the next subsection, however, we omit
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this justification and merely provide a concise math-
ematical description of our SAR imaging model. Fol-
lowing this description, we give an application of our
SAR imaging model in the form of a simple visual
example.

A Mathematical Model for SAR Imaging

We begin our description of the SAR transformation
by introducing the radar coordinate system (shown in
red) in Figure 8. The origin of this Cartesian coordi-
nate system coincides with the aimpoint, and the
coordinate locations are represented in terms of the
unit basis vectors r (the range vector), ¢ (the cross-
range vector), and n (the slant-plane normal vector).
This coordinate system can be defined in terms of the
basic elements of the spotlight SAR geometry defined
above.

We begin with the observation that the range vec-
tor r, which points in the direction of the radar line
of sight, can be expressed in world coordinates as

cos ¢ cos 0
r=|singcosd

—sin6

To check that this expression is correct, the reader can
easily verify the following three properties of r: (1) r
is unit length, (2) the projection of r onto the x-y
plane is rotated counterclockwise by the angle ¢ with
respect to the x-axis, and (3) r is tilted downward by
the angle 6 with respect to the x-y plane.

By using the vector r and the world-coordinate
basis vector y =[0 1 0 ]T, both of which lie in the
slant plane, we can construct the slant-plane normal
vector n with the cross-product formula

sin 6
R r X
h=—Lo =kl 0 |,
rxy
cos ¢ cos 0

where £ is the normalizing constant required to make
n a unit-length vector. The value of £ is given by

1

= (1)

i 2 2 2,
\/sm 6 + cos” ¢ cos” 0

Because the cross-range vector ¢ must be perpendicu-
lar to both r and n, it is constructed by using the
formula

. 2

—sin ¢ cos ¢ cos™ 6

A 2 2 o 2
c=nXr=k|cos ¢cos 6 +sin” 6

sin ¢ cos 0 sin 6

From this coordinate-system construction, we see that
the vectors r and ¢ form an orthonormal basis for the
slant plane, just as the vectors x and y form an
orthonormal basis for the ground plane.

Now we consider imaging a point reflector at loca-
tionp = [p, p, p.] "in the world coordinate system.
We can express this point in the radar coordinate
system by using the standard dot product to project
the point p onto each of the unit basis vectors t, ¢,
and n. The resulting vector q can be written in radar
coordinates as

9] [p-t
q=|q.|=|p¢
9,| |p-n

According to our basic model for the SAR transfor-
mation, we must now project the 3-D vector q onto
the 2-D slant plane to obtain its location in the SAR
image. We can do this projection by retaining the first
two components of q and neglecting the third com-
ponent, because the entire third dimension of the
radar coordinate system becomes collapsed in the
projection process. This procedure gives the slant-
plane coordinates of the original point reflector as

[, cos ¢ cos O + pysingcosd - p, sin |

7| _ —kp,. sin ¢ cos ¢ cos> 6

q .
‘ + kpy (cos2 ) cos> @ + sin” 0)

+ kp, sin ¢ cos 0 sin 0

2

We can use the above expression for the range and
cross-range coordinates of a point to show math-
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ematically that when the point is imaged at a fixed
aspect angle and depression angle, but at different
squint angles, it will appear at different SAR image
locations.

To demonstrate this concept, we conduct two im-
aging experiments in which we keep the aspect and
depression angles constant but allow the squint angle
to vary. In particular, for the first imaging experiment
we use the values a = 0, 8 = 7/4, and ¢ = 0; for the
second experiment we use the values a = 0, 6 = 7/4,
and ¢ = /4. In each experiment, once these angles
have been fixed, we consider imaging a point p that
lies on the principal target axis in the ground plane at
a distance of one unit from the aimpoint. Based on
the diagram in Figure 8, this point must have the

coordinates
P cos ¢
p=|2y|=|sng|. 3)
P 0

For the first imaging experiment (with the angles
a=0,0=nal4, ¢ =0), we can readily verify from
Equation 1 that #= 1, and from Equation 3 that

p=10].
0

We can now compute the slant-plane coordinates of p
by substituting these numerical values into Equation
2. This computation yields the 2-D slant-plane loca-
tion s, associated with the first set of imaging angles;
this location is given by

1
s = [v2].
"o

For the second imaging experiment (with the angles

a=0,0=nxl4, ¢ =nl4), we find that k= 2/\/3 ,and

o
I
o ﬁ|“ swl”
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As before, we compute the slant-plane coordinates of
p by substituting these values into Equation 2. This
yields the 2-D slant-plane location s,, given by

.

(3]

J
AT

V6

Sz=

For the two different squint angles above, the range
coordinate of the imaged point remains constant but
the cross-range coordinate changes dramatically. This
observation is an example of the more general result
that, given a fixed radar viewing direction, a change in
the squint angle causes the cross-range coordinate of a
point to change. Thus the above example provides
quantitative proof that the slant-plane location of a
point is not uniquely determined by the aspect and
depression angles alone.

In the next subsection, we give a simple qualitative
example that visually demonstrates the effects of the
squint angle on the appearance of a SAR image, and
thus demonstrates the importance of incorporating
information about the squint angle into the baseline
classification algorithm.

SAR Imaging Example

Figure 9(a) shows a perspective view of a simple ob-
ject that is being imaged by an airborne SAR. The
object consists of a square grid of point reflectors
(shown in blue) in the ground plane, and one addi-
tional point reflector (shown in red) above the ground
plane and directly over the center of the grid. Figure
9(b) shows a top view of the same imaging configura-
tion. From this top view, we can see that the grid of
point reflectors is perfectly aligned with the projected
radar line of sight; we arbitrarily define this orienta-
tion to correspond to a 0° aspect angle. The object is
also being imaged at a 0° squint angle, because the
radar is looking in a direction perpendicular to the
line of flight.

Figure 9(c) shows the same imaging configuration
once again, but from a viewing direction perpendicu-
lar to the slant plane. Thus we see the projection of
the object onto the slant plane, which (according to
our mathematical SAR model) corresponds directly
to the result produced by the SAR imaging process.
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Because of the projection operation, the grid of point
reflectors (in blue) appears foreshortened in the verti-
cal dimension, and the point reflector above the ground
(in red) appears just above the grid. Finally, Figure
9(d) shows an image-sized portion of the slant-plane
projection (displayed according to the convention that
range increases in the downward direction) that rep-
resents the SAR image of the object at a 0° aspect
angle and a 0° squint angle.

Figure 10(a) shows a perspective view of the same
object being imaged with a different SAR geometry.
For this example, we assume that the slant plane has
been adjusted so that the depression angle matches
that of the previous example. From the top view

shown in Figure 10(b) we can see that the aspect
angle has not changed (i.e., the grid is still aligned
with the projected radar line of sight), but that the
squint angle has changed from 0° to 45°.

Figure 10(c) shows the object projected onto the
slant-plane under this new imaging configuration.
The grid of point reflectors (in blue), which appeared
as a diamond from the top view, now appears as a
foreshortened diamond in the vertical dimension be-
cause of the projection operation; the additional point
reflector above the ground plane (in red) appears over
the upper corner of this diamond because of its height.
Figure 10(d) shows an image-sized portion of the
slant-plane projection (again displayed according to

LN )
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FIGURE 9. lllustration of SAR imaging as a projection (broadside case). The collection of point reflectors being imaged is
shown from (a) perspective view, (b) top view, and (c) slant-plane view. (d) The resulting SAR image can be interpreted as
an image-sized portion of the slant-plane projection, as indicated by the orange outline in part c.
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the convention that range increases in the downward
direction) that represents the SAR image of the object
at a 0° aspect angle and a 45° squint angle.

The primary difference between this SAR image
and the one shown in Figure 9(d) is that the point
reflectors now appear shifted in the cross-range di-
mension. The shift for each reflector is not, however,
a simple function of the range of the reflector, as it
may appear at first glance. Rather, the shift is a func-
tion of the 3-D location of the reflector, which is
demonstrated by the large shift of the point reflector
above the ground plane. This shift has caused the
reflector to move out of alignment with the middle
column of the grid, which can be seen by comparing

Figures 9(d) and 10(d).

(c)

Sensitivity of Baseline Classifier to Changes in Squint

The simple geometric examples given in Figures 9
and 10 show that we can produce two different im-
ages of an object by using two different squint angles
for a fixed set of aspect and depression angles. From a
qualitative standpoint, these differences adversely af-
fect the performance of the baseline classifier, because
the classifier has only one reference image for each
aspect-angle and depression-angle pair. In this sec-
tion, we describe an experiment that demonstrates
quantitatively that the classification statistic used by
the baseline classifier—the correlation score—changes
significantly as a function of squint angle for a fixed
aspect-angle and depression-angle pair.

\/

® o000
e sooe
e o0 o
®c scee
eo 0 o0

(d)

FIGURE 10. lllustration of SAR imaging as a projection (forward-looking case). The sequence of figures—(a) perspective
view, (b) top view, (c) slant-plane view, and (d) resulting SAR image—corresponds directly to the sequence shown in

Figure 9.
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Geometry 1

Geometry 9

Geometry 17

A \

45° 6 =45°

5+
Il

Image 1

Image 9

Image 17

FIGURE 11. Depiction of the imaging configurations used to quantify the robustness of the baseline classifier with respect
to variations in squint angle. The test images, which are shown notionally below their respective configuration diagrams,
were all formed by using the same aspect angle (a=45°) and depression angle (0 =45°), but each had a unique squint angle

¢ (a multiple of 5° in the range from —40° to +40°).

We conducted the experiment by using a target-
signature simulation package from The Analytic Sci-
ences Corporation known as SARTOOL [2], which
was designed to model the dominant electromagnetic
characteristics of a target. We used the SARTOOL
model of an M48 tank oriented such that both the
aspect and depression angles were fixed at 45°. We
carried out the experiment by using a single reference
image, which was created at a 0° squint angle, and 17
test images, which were created at squint angles rang-
ing from —40° to +40° in 5° increments. Figure 11
illustrates the imaging configurations we used to gen-
erate these test images. (Note that the aspect angle

and the depression angle are the same for each con-
figuration.) The experiment consisted of correlating
the reference image with each of the test images to
generate a plot of correlation score versus squint angle.
This plot is shown as a solid line in Figure 12.

Of course, the classifier gave perfect performance
(i.e., correlation score p = 1.0) for the test image
formed at a 0° squint angle, because the reference
image was formed at this same squint angle. The
correlation scores progressively decline, however, as
the squint angle for the test set varies in either direc-
tion from 0°. At the extremes of —40° and +40°, the
correlation scores are approximately 0.5. This result
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FIGURE 12. Plots of correlation score versus squint angle
for the baseline classifier (solid line) and the proposed
classifier (dashed line). The test images used for the ex-
periments were those described in Figure 11. The 2-D
template used by the baseline classifier and the 3-D tem-
plate used by the proposed classifier both had aspect and
depression angles matching those of the test images.

suggests that the performance of the baseline classifier
is sensitive to changes in squint angle. Thus, to im-
prove the baseline classifier we must account for the
effects of squint (in addition to the already recognized
effects of aspect and depression) on the process of
SAR image formation.

How to Develop a Better Classifier

Our analysis in the previous section suggests that we
can improve the performance of the baseline classifier
by taking into account the effects of both radar view-
ing direction and radar motion direction on the SAR
imaging process. In this section we propose a new
classifier that maintains the conventional template-
matching engine, but calls for two major modifica-
tions to the baseline classifier: (1) the replacement of
the present set of 2-D reference images with a set of
3-D templates, and (2) the incorporation of our math-
ematical model of SAR imaging as a projection so
that any 3-D template can be transformed appropri-
ately to synthesize a 2-D reference image for the
correlation operation.

We begin by giving a definition of a 3-D template,
and we then describe how a 3-D template is trans-
formed into a 2-D reference image. In addition, we
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present a novel technique for creating 3-D templates
from our existing database of 2-D reference images.
Finally, in a continuation of the experiment discussed
in the previous section, we show that the proposed
classifier is much more robust with respect to changes
in squint angle than the baseline classifier.

Description of 3-D Templates
A 3-D template is a finely sampled 3-D grid of points

representing the volume occupied by the target of
interest, in which each grid point corresponds to a
scatterer on the target. Each 3-D template is associ-
ated with a distinct radar viewing direction, specified
by the aspect angle a and the depression angle 6. We
thus index the collection of 3-D templates by these
radar viewing angles, and we let 7,4 denote the tem-
plate corresponding to the particular pair (o, 6). The
value stored at each point in the template 7,4 repre-
sents the radar reflectivity of the scatterer at that
point, when the target is illuminated from the direc-
tion corresponding to (e, 6). To prepare for the devel-
opment that follows, we assume that the template 7,4
contains K grid points. The location of the jth point
in the 3-D grid is denoted by p;, and the radar-
reflectivity value stored at this point is denoted by 4,
fot j= ;s K

To transform 7, into a 2-D reference image, we
use our projection model of the SAR imaging process.
Specifically, we project the points in the template 7,4
onto the slant plane defined by the depression angle 6
and the squint angle ¢, to yield a reference image that
we denote by I, Let I,44(m, n) be the value at the
range/cross-range location (m, 7) in this reference
image. The relation between the values in the tem-
plate 775 and the reference image value Z,4y(, 7) is

given by
34
7agy (M)

L g (m, ) =

where Q,q4(m, n) is the set of indices specified by

p; projects to location
Qo (m,n) = { j| (m,n) in the SAR image

corresponding to («, 6, ¢)
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Because a SAR image is composed of discrete pix-
els in the range and cross-range dimensions, the loca-
tion (7, n) actually corresponds to a locus of points in
the slant plane. Let A, and A_be the range and cross-
range pixel spacing intervals, respectively, associated
with the image. Then any slant plane location (g,, ¢,)
such that

rmsqr<rm+Ar
6, & g <z A, ,
(where 7,,and c, are appropriate constants) is mapped

to SAR image location (2, 7). Thus p ]- projects to the
SAR image location (m, n) if

T SP;I<p, +A,

cnSpJ»-c<c”+A[,

where r and ¢ are the unit range and cross-range
vectors in the radar coordinate system that was de-
fined earlier.

Description of Proposed Classifier

Figure 13 illustrates the algorithm used by the pro-
posed version of the baseline classifier (note the simi-
larity between this figure and Figure 3). The classifier
uses the aspect angle @ and the depression angle 6 to
select a 3-D template from the database. The points
in this 3-D template are projected onto the slant
plane specified by the squint angle ¢ to produce a 2-D
image, which is then correlated with the input test
image. If the correlation score exceeds the threshold 7,
the target of interest is declared to be present.

Note that the new classifier continues to use the
conventional template-matching engine, so that the
overall structure of the algorithm is unchanged. The

¢
Database
(a. 6)
Projection
Reference
<
Target
Testinput - present
p=7 3 > 4
P Threshold
> Correlator e - o
\\
Target
absent

FIGURE 13. Schematic description of the algorithm used by the proposed one-class classifier. The classifier uses the
aspect angle « and the depression angle 6 to select a 3-D template from the database. This 3-D template is projected onto
the slant plane specified by the squint angle ¢ to produce a 2-D image, which is then correlated with the input test image. If
the correlation score p is greater than or equal to the threshold 7, the target present decision is declared.
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principal modification to the proposed classifier is
that the original database of 2-D reference images has
been replaced by a database of 3-D templates. In
addition, the proposed classifier is equipped with a
processor that transforms a 3-D template into a 2-D
image.

Creation of 3-D Templates

Let us now consider how a 3-D template can be
created from the existing set of 2-D reference images.
For a target of interest, we wish to construct a 3-D
template corresponding to a particular aspect-angle
and depression-angle pair. To perform this construc-
tion we require two or more SAR images of the target,
all formed by using the fixed aspect and depression
angles of the template, but each formed by using a
different squint angle. Recall that each of these SAR
images represents a projection of the 3-D distribution
of target scatterers onto a 2-D slant plane. Our goal is
to use the information contained in these projections
to reconstruct the locations and amplitudes of the
target scatterers.

We fix the locations of the scatterers py, ..., pg so
that they represent a uniform sampling of a parallel-
epiped that is approximately the size of the target.
Once these scatterer locations are fixed, we then solve
for the unknown amplitudes A; corresponding to the
points p;. Mathematically, we formulate the problem
of determining the A; values in the following way. Let
us assume we have L actual SAR images /,,...,/;
formed at squint angles ¢,, ... ,¢;, respectively. Corre-
sPondirag to this sequence of actual images, we let
I,,...,I; be a sequence of synthetic images formed
from the template amplitude values. By using our
projection model for the SAR imaging process, the
value in the 7th synthetic image corresponding to the
range/cross-range location (72, #) is computed by

JEQ ;(m,n)

where Q;(m,n) is the set of indices specified by

|p; projects to location (m, n) in the

Q(mn) =1j _ .
SAR image corresponding to ¢;
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Let the total mean-square difference between the set
of synthetic images and the set of actual images be

given by

£(A1,...,AK) _—

L M N
E EE[ii(m,n)—]i(m,n)]z ,

i=1 | m=1 n=1

(5)

where M and N are the range and cross-range dimen-
sions, respectively, of the SAR images. (Note that the
dependency of £ on each 4; enters Equation 5 implic-
itly through Equation 4.)

We can now cast the template construction prob-
lem as a multivariable minimization problem. Spe-
cifically, we compute the values of A,,..., Ay by
solving

Minimize ¢(A4,,..., Ag)
such thatAj 20, forj=12,...,K.

To determine an optimal solution, we begin by as-
signing to each unknown amplitude A4; an initial am-
plitude that represents our best « priori estimate of the
actual radar reflectivity at that point. In the absence
of a priori knowledge, we assign a random initial
value to each A;. Figure 14 illustrates the iterative
procedure we use to compute the template amplitude
values.

The points p;are projected onto each of the L slant
planes (each slant plane corresponds to an actual SAR
image supplied to the algorithm), which results in a
sequence of synthetic images that can be compared to
the actual images. The total squared error is com-
puted from these two sets of images (synthetic and
actual) and the amplitude values are adjusted such
that this total error is reduced. The iteration then
cycles through the stages of synthetic image forma-
tion, error computation, and amplitude adjustment.
The procedure is terminated when the total squared
error is less than some prespecified tolerance.

Many standard gradient-descent techniques are
available for implementing this iterative minimiza-
tion; for more details on these techniques see the

book by D.G. Luenberger [3].
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3-D template of radar-reflectivity amplitude values (A))

\J
Synthetic image 1

Synthetic image 2

: :

Compute Compute
mean-square mean-square .
error error

A;
AdjustA; to
Synthetic image L reduce error
l Compute
Compute total squared
mean-square error
error

! f

Real image 1 Real image 2

-

Real image L

FIGURE 14. lllustration of the 3-D template-creation procedure. The procedure begins with a random assignment of radar-
reflectivity values at points in the 3-D template; thereafter the procedure becomes an iterative refinement process. The
amplitudes are projected onto L slant planes (each slant plane corresponds to an actual SAR image supplied to the
algorithm), which results in a sequence of synthetic images that can be compared to the actual images. The total squared
erroris computed from these two sets of images (synthetic and actual), and the amplitude values are adjusted such that this
total error is reduced. The iteration then cycles through the stages of synthetic image formation, error computation, and
amplitude adjustment. The procedure is terminated when the total squared error is less than some prespecified tolerance.

Sensitivity of Proposed Classifier to Changes in Squint

Earlier we described an experiment with the baseline
classifier that provided quantitative proof that the
correlation score varies significantly as a function of
squint angle for a fixed aspect-angle and depression-
angle pair. Because the correlation score is the classifi-
cation statistic used by the baseline classifier, overall
performance is extremely sensitive to changes in squint

angle. This section summarizes a continuation of the
experiment in which we measure the sensitivity of the
proposed classifier to changes in squint angle.

For this experiment we used the same set of 17 test
images described earlier. Recall that these images were
formed by using the SARTOOL model of the M48
tank oriented such that both the aspect angle and
depression angle were fixed at 45°. These images were
created with squint angles ranging from —40° to +40°
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in 5° increments. Let us denote the 7th image in this
set by 7, with the corresponding squint angle ¢; given
by the expression

¢l = —40"" 5(1 _1)) Z= 13---)17-

Our 2-D reference image, which was created at a
squint angle of 0°, was replaced by a 3-D template

(a)

(b)

FIGURE 15. (a) Simple solids model of an M48 tank; (b) the
same model of the tank with an overlay of the most signifi-
cant radar-reflectivity information contained in the 3-D tem-
plate for the tank. (The overall intensity of the underlying
solids model has been reduced to give emphasis to the
radar-reflectivity information.) Note that there are signifi-
cant radar returns from the front right fender, the turret,
the track region, and the front left portion of the tank.
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corresponding to an aspect angle of 45° and a depres-
sion angle of 45°. We constructed this 3-D template
by applying the algorithm described in the previous
section to three SARTOOL images formed at squint
angles of —40°, 0°, and 40°. These three images are
displayed in Figures 7(b), 7(c), and 7(d), respectively.

The result of this 3-D template construction is
interesting to observe. Recall that the value stored at
each point in the template is the radar reflectivity of
the scatterer at that location, when the target is im-
aged from the given viewing direction. Figure 15(a)
shows a simple solids model that represents the basic
features and dimensions of the M48 tank; Figure
15(b) shows the same model overlaid with the most
significant radar-reflectivity values contained in the
template. Note that there are significant radar returns
from the front right fender, as well as from the turret,
the track region, and the front left portion of the
tank.

In our previous experiment we correlated the refer-
ence image with each of the 17 test images to generate
a plot (denoted by the solid line in Figure 12) of
correlation score versus squint angle. In this experi-
ment we first transformed the 3-D template into a
sequence of reference images, which we denote by
fl, N f17, corresponding to squint angles ¢y,...,¢;.
We then correlated 7; with 7, for i = 1,...,17, to
obtain the dashed line in Figure 12.

We observe in this plot that the highest correlation
scores occur at the squint angles —40°, 0°, and +40°.
This result is not surprising because the template was
constructed by using images formed at these three
squint angles. The average correlation score obtained
by using the 3-D template is approximately 0.85,
which is much higher than the average correlation
score obtained by using the baseline classifier in the
previous experiment. Moreover, the scores do not
change significantly as the squint angle varies in ei-
ther direction from 0°, which suggests that the pro-
posed classifier is more robust with respect to changes
in squint angle than the baseline classifier.

Summary

In this article, we have analyzed and suggested im-
provements to a conventional template-matching clas-
sifier currently used in an operational ATR system.
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This conventional classifier uses a collection of 2-D
SAR reference images to represent a full range of
radar viewing directions for a prespecified set of tar-
gets. For each target category, the input image is
correlated with the reference image that was formed
from the most similar radar viewing direction; the
input is then classified to the category with the high-
est correlation score.

Although this algorithm seems reasonable, we found
that it produces surprisingly poor classification results
for some target types. We explained these poor results
by using a simple mathematical model of the SAR
imaging process. As our model reveals, radar motion
direction is as important as radar viewing direction in
specifying SAR imaging geometry. Thus two target
images formed with the same radar viewing direction
but different radar motion directions can appear quite
different. Because the conventional classifier does not
explicitly account for radar motion direction, its per-
formance is degraded.

Accordingly, we have proposed and demonstrated
an improved version of the conventional template-
based classifier that accounts for both direction pa-
rameters. In our improved classifier, each 2-D image
from the reference library is replaced by a 3-D tem-
plate so that more target scattering information is
available at each viewing direction. As in the conven-
tional classifier, the reference image is selected on the
basis of radar viewing direction; by using the math-
ematical SAR imaging model the improved classifier
then transforms the selected 3-D template to a 2-D
image whose radar motion direction matches that of
the input image.

After comparing the experimental correlation scores
between the original 2-D template-based classifier
and the improved 3-D template-based classifier, we
conclude that the new classifier is significantly more
robust with respect to changes in squint angle.
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APPENDIX:
MODELING SPOTLIGHT SAR IMAGING
AS A PROJECTION

THROUGHOUT THE TEXT of this article we modeled
the SAR imaging process as a projection of the 3-D
distribution of target scatterers onto a 2-D slant plane.
We relied heavily on this projection model as we
analyzed problems with the baseline classifier and
developed improvements to it. In this appendix we
provide justification for using the projection model,
and we state the conditions under which this model is
valid.

Our strategy for justifying the projection model
consists of four main steps. In the first step, we con-
struct the basis vectors for the radar coordinate sys-
tem and perform the projection operation on a point
reflector to obtain approximate expressions for the
SAR image location of the reflector. In the second
step, we build a foundation for analyzing the projec-
tion approximations by writing the exact nonlinear
expressions for the physical quantities that are mea-
sured by a SAR when imaging the point reflector. In
the third step, we expand these nonlinear expressions
into first-order Taylor series in the vicinity of the
radar aimpoint, and then observe that the resulting
linear approximations are identical to the original
projection approximations. Finally, in the fourth step,
we quantify the accuracy of the projection model by
deriving simple bounds on the approximation error.

We begin by obtaining expressions for the pro-
jected location of a point reflector in the radar slant
plane. In keeping with the notation we established for
Figure 8, we define the position of the point reflector
in world coordinates as

y 2

In addition, we define the time-dependent sensor
position in world coordinates as
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5. (2)
s(t) = s](t) .

5, (1)

Because the sensor is moving at a fixed altitude paral-
lel to the y-axis in Figure 8, we explicitly remove the
time dependency from the first and third coordinates
of s(#) by setting s5,.(#) = 5, and s5,(¢) = s,.

With the sensor and point-reflector positions de-
fined, we can now construct the basis vectors for the
radar coordinate system. Recall from the main text
that we originally expressed the basis vectors r, ¢, and
n in terms of the imaging angles 6 and ¢. In this
section, we reconstruct the same basis vectors r, ¢,
and n, but we express them in a form that is more
convenient and more useful for our derivations. In
particular, rather than using fixed angles from a single
imaging geometry, we express these vectors in a time-
dependent form in terms of the sensor coordinates.

At time # the range vector 1(¢) can be constructed
by using the formula

5
s(2) -1

= - = s, ().
|s@)| \/s,zc +5,(0) + 57 g

z SZ

r(z)

Also, as before, the slant-plane normal vector n(z)
can be constructed by using the formula

t(t) x y 1

n(z) = =
J &

t(t) x y
(Note that this normal vector is constant, because the

X

radar slant plane does not change with time.) Finally,
the cross-range vector ¢(¢) is determined by the cross
product of the other two vectors, as given by
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c(z) = n(z) x r(z)
. 03)
B 1 2 3
a \/ 2 . 2§z . 2 2 |5t
Sy + 5 \/& + 5,(2) +55 —5, ()5,

The projection of the point p onto each of these basis
vectors yields the new vector

q,()
q) = [q.()
7,()

in radar coordinates. In particular, the range and cross-
range coordinates of the point p are given by

q,t) = p-1()
=1
= PiSx + Pys,(8) + p,s,
\/si+5}2,(t)+sz [ el ]

and

q.(t) =p-c@)

1
2 2 2 2 2
\/:x + 5, \/:x + 45, {¢) + 5

x[—pxsxs},(t) + p},(s)zc + sf) - pzs},(t)sz].

Having obtained these projection approximations
for the range and cross-range coordinates of the point
p, we now seek expressions for the actual quantities
measured by a SAR with respect to the location of p.
Specifically, these quantities are (1) the relative range
of the point reflector (i.e., the difference between the
distance from the sensor to the point reflector and the
distance from the sensor to the aimpoint), and (2) a
scaled version of the relative range rate of the point
reflector (i.e., the rate of change of the relative range
with respect to time). We can express the relative
range of the point reflector as

150,91 = |5 - p| - s,

In addition, by differentiating the above expression
with respect to time, we can write the relative range
rate #[s(z), p] of the point reflector as

#s(2), p] = = rls(2), p]
dat

s, @) - p 5, (2)
=35 () ¥ J _ X .
C [nsm o] s

In reality, the relative range rate is rarely used in its
raw form as it appears above, because it is so highly
dependent on both the speed of the sensor and the
distance of the sensor from the aimpoint. Rather,
these undesirable dependencies on the absolute sen-
sor velocity and position are usually removed through
preprocessing, so that the cross-range dimension of
the resulting SAR images is normalized, and SAR
images created under different imaging conditions
can be directly compared. Thus we introduce two
simple time-dependent corrections to #[s(¢), p] (one
correction for the absolute sensor velocity, and the
other correction for the absolute sensor position) to
obtain the compensated relative range rate, which we
denote by 7.[s(2), p].

To compute the correction for sensor motion, we
begin by decomposing the sensor velocity vector into
two velocity components in the slant plane, with one
component along the radar line of sight, and the
other component orthogonal to the radar line of sight.
We then note (under the assumption that the sensor
is far from the aimpoint) that the relative range rate is
affected only by the component of the sensor velocity
vector that is orthogonal to the radar line of sight.
(This statement is true because the velocity compo-
nent along the radar line of sight, considered sepa-
rately, induces exactly the same range rate on all points
in the imaging area, resulting in a relative range rate
of zero for these points.) The sensor speed in the
direction orthogonal to the radar line of sight can be

|2 2
jx+jz

gj(t) = |- 5,0).

s

expressed as
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Because the sensor speed appears in the numerator of
the expression for relative range rate, the above com-
pensation for sensor speed will appear in the denomi-
nator of the overall range-rate correction term.

To obtain the correction for sensor position, we
note that the denominator of each term in the expres-
sion for relative range rate is on the order of ||s(t) ||
Thus a suitable compensation for the distance of the
sensor from the aimpoint is simply this factor ||s(t) “,
which will appear in the numerator of the overall
range-rate correction term. By applying both of the
computed corrections to the original expression for
relative range rate, we can express the compensated
relative range rate as

ﬁmmm—u—JrMﬁp

}’
ste) ||2 L0 -p, 50
e Hs<t> PH s

Having produced explicit expressions for relative
range and compensated relative range rate, we rewrite
them more suggestively as range and cross-range mea-
surements by using the notation

q,) = r[s(2),p]

and

q.(t) = 7.[s(2),pl.

We now show that these actual radar measurements
g,(¢) and g, (¢) are well approximated by the previ-
ously computed projections ¢, (¢) and g, (¢), respec-
tively. We begin by separately expanding the expres-
sions for g,(z) and g (¢) into Taylor series around
the radar aimpoint (i.e., around p = 0), retaining only
the first-order terms. For the range component, this
procedure yields

) s
3,0) = rls(@),pl| o + s . 91ls(2), p]
T
il orls(e) ]
vp, TEOR O]
P}' p=0 P p=0
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which reduces to

7,(t) =0+ ﬁ[px& +0,5,() + pys z]
So+s (t)+.c

=p- ().

For the cross-range component, the Taylor series ex-
pansion yields

éf(t) . f[[S(t)’P]|p=0 + Px 2 M

P lomo
o> a7 [s(2), p] _97,[s(#), p]
y z ’
ip, - Pz lpeo

which reduces to
q.() =0+ :
c
N2+ 2420 + 5

x[-—pxsxs),(t) + py(si + 52) = PuSs
=p- ().
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Note that these linear Taylor series expansions are
identical to the original projections g, (#) and ¢g.(¢),
indicating that ¢,(¢) and ¢, (z) are good approxima-
tions to ¢,(z) and ¢,(¢) in the vicinity of the radar
aimpoint.

Error Analysis

Let us now quantify the error incurred by using these
linear approximations instead of the actual measure-
ments. To keep the analysis concise, we examine only
the error in the relative range approximation. To sim-
plify notation, we arbitrarily choose a time #, and
remove the explicit time dependency of variables by
s(tO)’ q~r = q—r(to)’ and 9r = qr(tO)‘ In
addition, for convenience we express the length of p
as a fraction 6 of the length of s (i.e., p” = 6"s"), and
we define f to be the angle between p and s.

With these definitions, we can rewrite the expres-

setting s =

sion for the true relative range measurement ¢, by
using the law of cosines to yield
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7, =I5 + el - 2lsllplcos 5 - Is|

= + 5%sfF - 26fsf coss - ]

=||s||(\/;+62 — 28 cos B —1).

Also, we can rewrite the expression for the relative
range approximation ¢, by using the identity

p-s = pllelooss
to yield

qr - "‘F)Mllsﬂ
[s]

—6||s" cos f3.

Because g, always underestimates ¢,, we can write
the absolute approximation error e simply as

€=q—r ~ 4,
=||s||(\/r+62 — 26 cos B —1+6cosﬁ).

For a fixed value of 8, the error reaches its maxi-
mum value at the angle g = cos 1(8/2). Substitut-
ing this angle back into the formula for e yields the
upper bound

8 5
o = o1 2ol

For the specific case of data collection with the Lin-
coln Laboratory millimeter-wave sensor, § is typically
no larger than 0.05, so the error incurred by using the
projection approximation for a given point p is no
more than 2.5% of the distance of p from the
aimpoint.

The derivation of the error bound for the cross-
range approximation is similar in spirit to the deriva-
tion given above, but it is much more lengthy and
tedious, and hence is omitted.
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