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II A new high-resolution imaging technique known as wavelength decorrelation
is demonstrated in the laboratory for measuring target shape and estimating
surface-scattering properties. In these demonstrations, the target is flood
illuminated with a frequency-scanning Ti:sapphire ring laser. As the laser
frequency changes, the speckle pattern in the backscattered light appears to boil;
the time-varying intensity at a point in this pattern carries information about
the target's range-resolved laser radar cross section U(z). A range resolution of
better than 1 mm is demonstrated. A theoretical analysis of wavelength
decorre1ation is also presented, including the mathematical framework for
predicting wavelength-decorrelation signatures. An additional technique known
as speckle tracking is described for measuring a target's angular dynamics.

T
HE LASER SPECKLE LABORATORY at Lincoln
Laboratory was established in 1990 to study
high-resolution discrimination techniques

based on laser speckle. These techniques allow us to
obtain information about the size, shape, surface­
scattering properties, and angular dynamics of a dis­
tant target. In particular, we can determine the target's
range-resolved laser radar cross section with a range
resolution better than 1 mm. (For comparison, the
ALCOR ~-band imaging radar has a range resolu­
tion of2S em [1].) We can also measure the target's
projected spin axis to an accuracy better than ±o.l0,

which allows us to estimate the target's angular dy­
namics by observing how the projected spin axis
changes with time. Though still in the developmental
stage, laser-speckle technology appears to offer greater
discrimination capabilities than are currentlyattain­
able with other techniques.

Figure 1 is a schematic diagram of a laser radar
system for observing speckle. A beam of light from a
laser transmitter i,lluminates the target. Because the

surface of the target is rough on the scale of the
wavelength oElight, large phase irregularities occur in
the backscattered light coming from different scatter­
ing regions. Interference between the various contri­
butions to the optical field produces a speckle pattern
at the receiver. Thus speckle is inherent in laser radar
measurements.

In the past, speckle has usually been considered a
nuisance (e.g., it degrades the target images obtained
when conventional microwave-radar imaging tech­
niques such as range-Doppler imaging are applied to
laser radars). However, the short wavelength of laser
radars, which causes speckle, also results in important
advantages over much longer-wavelength microwave
radars. For example, the higher carrier frequency of a
laser radar has the potential for extremely large fre­
quency modulations, which in turn allow for high
range resolutions. Another advantage is low beam
divergence, which results in high angular resolution
as well as the capability to place more of the transmit­
ted power on a distant target.
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FIGURE 1. Schematic diagram of a laser radar system for observing speckle. Variations
in the speckle intensity at the receiver plane carry information about the target's physical
characteristics.

Because laser radars have the potential to provide a
level of target detail unattainable through other tech­
niques, and because speckle is inherent in the return
signal from laser radars, we are led to take a more
positive attitude toward speckle in our work. Rather
than trying to eliminate it, we treat it as the signal,
and we ask the question "What information does
speckle carry about the scattering object?" To answer
this question, we consider three general properties of
speckle: (1) the spatial structure of the speckle pattern
at the receiver, (2) the wavelength dependence of
speckle associated with changing the operating fre­
quency, or wavelength, of the laser, and (3) the effect
on the speckle pattern of a translating or rotating
target. The dependence of speckle on these three pa­
rameters provides us with three associated techniques
for obtaining target information. Figure 2 illustrates
these techniques, which are known as imaging correlo­
graphy, wavelength decorrelation, and speckle tracking.

Imaging correlography constructs images of the
target from spatial measurements of backscattered
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(non-imaged) speckle intensity patterns [2-5]. This
technique has produced rough reconstructions of
target images. Although we have concentrated our
efforts at the Laser Speckle Laboratory on the other
two methods, we discuss the basic principles for im­
aging correlography in the section entitled "Spatial
Properties of Speckle." An understanding of these
spatial properties will be useful in the discussions of
wavelength decorrelation and speckle tracking that
follow.

Researchers have known for nearly two decades
that the wavelength dependence of speckle carries
information abour the physical properties of a target
[6-19]. The contriburions of the Laser Speckle Labo­
ratory in this area have been to (1) express this rela­
tion in a simple and intuitive form, (2) develop meth­
ods for predicting target signatures, (3) perform the
first wavelength-decorrelation measurements of range­
resolved laser radar cross section, and (4) continue to
develop and refine the wavelength-decorrelation mea­
surement technique in the laboratory.
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FIGURE 2. Three methods for obtaining target information from speckle intensity. Imaging

correlography relates the statistics of the (a) speckle pattern to the (b) brightness distribution
function of the target. Wavelength decorrelation relates the (c) fluctuations in speckle intensity
resulting from changing the laser frequency to the (d) range-resolved laser radar cross
section of the target. Speckle tracking utilizes (e) speckle motion to extract information about

(f) angular target dynamics.

In the wavelengrh-decorrelation technique, the tar­
get is flood illuminated with a laser beam whose
optical frequency is scanned in time. The associated
fluctuations of the speckle intensity in the back­
scattered light are analyzed to yield information about

the target's range-resolved laser radar cross section
U(z). The section entitled "Laser Radar Cross Sec­
tion and Range-Resolved Laser Radar Cross Section"
describes how the range-resolved laser radar cross sec­
tion U(z) and the laser radar cross section (J can be
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calculated, given the shape of the target and a descrip­
tion of its surface-scattering properties.

Theoretical aspects ofwavelength decorrelation are
treated in the section entitled "Theory for Wave­
length Decorrelation." The discussion begins with a
derivation of the fundamental relation between the
spectral density of the fluctuating speckle intensity
and the autocorrelation function of the range-resolved
laser radar cross section U(z) of the target. Next, a
random-process representation of the speckle signal is
developed for the purpose of simplifYing further sta­
tistical analysis of the wavelength-decorrelation tech­
nique. This random-process representation is then
used to analyze coherent detection and bispectral sig­
nal processing of the speckle intensity, both of which
provide a measurement of U(z), not just the auto­
correlation function of U(z).

In the section entitled "Wavelength-Decorrelation
Measurements," we reintroduce the fundamental con­
cepts of wavelength decorrelation from a laboratory
point of view and confirm the theoretical results. We
demonstrate submillimeter range resolution and dis­
cuss some of the potential applications of wavelength
decorrelation in target discrimination.

The speckle-tracking technique utilizes the fact
that the speckle pattern at the receiver shifts as the
target rotates. A spinning target produces a speckle
pattern that rotates around the spin axis of the object
(for small rotation angles). By observing how the
direction and the speed of the speckle motion change
with time, we can learn about the angular dynamics
ofa target [5,20-24]. In the section entitled "Speckle
Tracking" we introduce three methods for measuring
the speckle motion; these methods are known as spa­
tial cross correlation, speckle streaking, and temporal
cross correlation.

In spatial cross correlation, two speckle patterns
are acquired at the same location but separated by a
time delay. The cross-correlation peak of these two
frames indicates the direction and rate of speckle
motion. With speckle streaking, the image of the
speckle pattern is taken over a long exposure time
compared with the time it takes a speckle lobe to
sweep across the detector array. The long exposure
produces a streaked pattern, and the direction of the
streaks is perpendicular to the projected spin axis of
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the target. In temporal cross correlation, the time­
varying signal at pairs of detectors is cross correlated.
The advantage of the temporal method is that it can
be implemented with as few as two detector elements.
The section on speckle tracking also gives informa­
tion on the dynamics of free-body motion and me­
chanical devices for simulating this motion.

Finally, at the end of the article we summarize
results obtained to date and make recommendations
for further development.

Spatial Properties of Speckle

The spatial structure of laser speckle is readily ob­
served. Because speckle is an interference phenom­
enon between the contributions to the field that arise
from different regions of the scattering surface, the
exact detail of the speckle pattern is related to the
microscopic structure of the surface. Usually we are
not interested in microscopic surface detail but rather
in the underlying shape of the object and in its gen­
eral surface-scattering properties. Therefore, in this
article we concentrate on the statistical properties of
speckle rather than the details of specific speckle
patterns.

Transverse Structure

Let us explore the relation between the physical prop­
erties of the scatterer and the transverse size and shape
of the speckle pattern. A scalar treatment of the opti­
cal field is sufficient for these purposes. For simplicity,
we begin by considering the speckle pattern in the far
field of a rough surface having an underlying planar
shape. If we assume that the illuminating laser beam
is monochromatic with a wavelength A, then the asso­
ciated wave number k is 2n/A and the optical fre­
quency v is ciA, where c is the speed of light. Let the
rough surface be located around the origin and lie in
the x-y plane, as shown in Figure 3. The complex
amplitude of the optical field V(x, y, z) in the far field
of this scatterer can be expressed in the form

V(x,y, z) =

i exp(-ikR) ~ V( +'x' f )1
AR R J; Y _ x _ y (1)

fx-- ),R' f y -- ),R

where R is the distance from the origin to the field
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(2)

f f i(f;, I;) A(lx - I;, Iy - I;) dl; dl;·

the transverse structure of speckle patterns
[9, 27]. By the Fourier-transform relation, surfaces
that induce higher spatial-frequency content on the
reflected light scatter light into larger angles. Thus the
microscopic detail of a rough surface determines the
angular distribution of scattered light from the sur­
face. Figure 4 illustrates this fact by comparing the
radiation patterns from two types of surfaces. From
the photographs (taken with a scanning electron mi­
croscope), we see that the etched-glass surface has a
smooth height profile compared with the ground­
glass surface. Consequently, the ground-glass surface
induces a higher spatial-frequency content on the
reflected light and scatters light into higher angles.

The transverse structure of the speckle pattern (for
example, the average size and the average shape of the
individual speckle lobes) depends mainly on the shape
of the illuminated portion of the surface and on the
overall variation of the intensity proftle within the
illuminating beam, not on the microscopic structure
of the rough surface. This fact can be explained with
Fourier transforms by thinking of the complex ampli­
tude Vex, y) of the optical field at z = 0 as the product
of (1) the complex amplitude g(x, y) that results from
uniform illumination of the rough surface at the given
angle, and (2) an aperture function A(x, y) that ac­
counts for the actual size and shape of the illuminated
portion of the scattering surface and for spatial varia­
tions in the strength of the illuminating beam.

By the convolution theorem, the Fourier transform
of a product is the convolution of the Fourier trans­
forms of the two factors. This relation can be written
in two dimensions as

where the asterisk denotes a two-dimensional convo­
lution, defined as

~:::"----+-----t~ z

point, and V(!x' !y) is the two-dimensional Fourier
transform of the optical field Vex, y) at the x-y plane
[25,26]. A harmonic time dependence of exp(i2nvt)
has been suppressed in Equation 1. The two-dimen­
sional Fourier transform is defined as

Equation 1 states that the optical far field is propor­
tional to the two-dimensional Fourier transform

V(fx' I) of the optical field Vex, y) at the rough
surface, and that the spatial-frequency arguments Ix
and1; of the Fourier transform correspond to scatter­
ing directions through Ix = -x/?.R and 1; = -y /?.R.
Aside from the z/R obliquity factor and the variations
with direction associated with the Fourier transform,
the far-field complex amplitude behaves as a spherical
wave. Thus it is inversely proportional to R and con­
tains a radial phase factor exp(-ikR). As usual, optical
intensity, or irradiance, is proportional to the magni­
tude-squared of the complex amplitude of the optical
field.

The above Fourier-transform relation can be used
to explain the angular distribution of scattering and

FIGURE 3. Coordinate system for analyzing the spatial
properties of speckle.

y
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FIGURE 4. Scanning-electron-microscope photographs and associated radiation patterns for two diffusers with
markedly different surface structure. (a) The etched-glass diffuser produces (b) a radiation pattern with a narrow angular
distribution. (c) The ground-glass diffuser produces (d) a radiation pattern with a much broader angular distribution.

As described above, the Fourier transform of the opti­
cal field g(x, y) corresponding to the uniformly illu­
minated rough surface is a function that is distributed
over a wide range of spatial frequencies, or directions,
but that varies rapidly locally because of interference.
The Fourier transform of the window function A(x,y),

however, is a much more localized function of spatial
frequencies. It corresponds to the diffraction pattern
that would be obtained if the rough surface were
replaced by a perfect mirror and illuminated at nor­
mal incidence. Because the complex amplitude in
the far field is proportional to the two-dimensional
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Fourier transform of the complex amplitude in the
x-y plane, then, by the convolution theorem, the far­
field complex amplitude can be written as the convo­
lution of the two Fourier transforms, as shown in
Equation 2.

This convolution can also be considered a two­
dimensional moving average of the rapidly varying
field component g(lx,ly ) arising from the rough
surface. The size and shape of the moving function
that determines the region contributing to the aver­

age is given by the diffraction pattern AUx,ly ) of
the aperture function. Therefore, the optical field at a
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given value of spatial frequencies is made up of con­
tributions contained within a patch whose size is

determined by A(!x'!). If the distance between
two spatial-frequency points, or two directions, is
smaller than this patch size, then the optical fields at
these points are correlated because they contain over­
lapping contributions. The size and shape of this
correlation patch provides a measure of the average
size and the average shape of a speckle lobe.

We can use the above principles to obtain a simple
rule of thumb for the average speckle size. If D repre­
sents the size of the window function along a given
direction, then as a result of the Fourier-transform
relation, the average speckle size d.1 in this direction
is given by d.1 = AR/D. We see that the speckle size is
proportional to the wavelength and the propagation
distance, bur inversely proportional to the aperture
size. This relation is a basic and well-known result in
related fields. For example, an antenna array with a
longer baseline will have a more localized central
lobe.

The above expression for the average speckle size
d.1 also applies to nonplanar objects if we interpret D
as the transverse object size. Consequently, if the ob­
ject is elongated in one direction, the speckle is elon­
gated in the other direction, and the statistics of the
speckle pattern not only provide a measure of the size
of the object but also carry information about its
transverse shape. The basic physical quantity associ­
ated with the speckle shape is the brightness distribu­
tion function B(x, y) of the object; this function is
essentially the two-dimensional unspeckled image of
the object for the given aspect angle. For a planar
object, the illumination and observation angles are
nearly constant over the entire surface. Hence the
value of B(x, y) at a particular point is simply pro­
portional to the irradiance, or power per unit area,
incident on the object at that point. Because the
irradiance is obtained by squaring the magnitude of
the aperture function, B(x, y) is proportional to the
magnitude-squared of A(x, y).

For a three-dimensional object, the situation is
more complicated. Here the aperture function is a
projection onto the x-y plane, and the illumination
and observation angles on the surface of the target
vary as a function of position. This variation in angle

affects the magnitude of B(x, y) through the angular
dependence of the surface scattering (which is deter­
mined by the statistical properties associated with the
microscopic surface detail). Although the magnitude
of B(x, y) is affected by the microscopic surface de­
tails, the general size and shape of B(x, y) is deter­
mined by the object's size and shape.

The following section on laser radar-cross-section
calculations desctibes more fully the manner in which
the angular distribution associated with the surface
roughness of the object enters into speckle calcula­
tions. Basically, the surface roughness is accounted for
through the bidirectional reflectance distribution func­
tion (BRDF) of the surface material. This separation
of the underlying surface shape from the microscopic
details of the surface allows for simple and intuitive
calculations of target signatures.

Figure 5 shows the relation between the speckle
shape and the brightness distribution function for
three different objects. For the triconic, the individual
speckles are elongated in the direction perpendicular
to the axis of the triconic. For the sphere, the speckles
appear to wrap around one another like worms in a
bucket. No direction is preferred, and the speckle
shape is symmetric on average. For the ring, the indi­
vidual speckles are slightly elongated but with ran­
dom orientations. We can define the average speckle
size mathematically by taking the two-dimensional
autocorrelation function of the speckle pattern, which
is displayed at the bottom of the figure for the three
different objects. (Actually, we show the average of
the autocorrelation for forty sepatate realizations of
the speckle pattern for each object. The diffetent
realizations are obtained by rotating the object slightly.)
Note that the autocorrelation function of the elon­
gated speckle from the triconic is also elongated and
that the autocorrelation functions of the rotationally
symmetric objects are rotationally symmetric.

We can investigate the relation between the speckle
shape and the brightness distribution function fur­
ther by continuing our discussion on Fourier trans­
forms. The quantity we measure in the laboratory is
the intensity of the speckle pattern, which is propor­
tional to the magnitude-squared of the complex am­
plitude of the optical field. If we represent the inten­
sity pattern as a function of spatial-frequency
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coordinates and ignore proportionality constants, then
by squaring Equation 1 we can represent the intensity

as the square of the magnitude of V(/x' Iy ) .

By the autocorrelation theorem, the inverse Fou­
rier transform of this magnitude-squared is the auto­
correlation function Rv(x, y) of the field V(x, y) at
the x-y plane; i.e.,

(3)

where the autocorrelation function is defined as

f f V*(x', y') V(x + x', Y + y') dx' dy'. (4)

Thus by measuring the optical intensity as a function
of spatial frequencies and inverse Fourier transform­
ing, we could in principle estimate the two-dimen­
sional aurocorrelation function of the complex ampli­
tude of the optical field at the x-y plane. Because of
the large phase fluctuations induced by the surface
roughness, this optical field oscillates rapidly and has
zero mean. Consequently, the autocorrelation func­
tion also oscillates rapidly. Averaging the auto­
correlation function would not help because the aver­
age would vanish, except in the neighborhood of the
origin. There is insufficient information to recover
the complex amplitude of the optical field from its
autocorrelation function.

Rather than attempting to reconstruct the complex
amplitude of the field, we can try to reconstruct the
brightness distribution function (the magnitude­
squared of the aperture function in our planar-object
illustration). Thus we would like to relate the inten­
sity of the speckle pattern to B(x, y). To accomplish
this goal, the next step is to square the magnitude of
the Fourier transform in Equation 3 to obtain a posi­
tive function. This step provides a speckled estimate
of the two-dimensional spectral density of the speckle
pattern. Ensemble averaging now reduces the speckle
fluctuations without averaging out the desired signal.
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We can show that this ensemble-averaged spectral
density provides the autocorrelation function of the
brightness distribution function B(x, y), plus a dc
spike [2]. The spike can be eliminated by subtracting
the dc component of the speckle intensity before
Fourier transforming.

The relation between the spectral density of the
speckle pattern and the autocorrelation of the bright­
ness distribution function forms the basis for imaging
correlography. By definition, the spectral density is an
ensemble average over an infinite number of realiza­
tions of the speckle pattern. In practice, our estimate
of the spectral density improves as we take more
averages. Figure 6 shows estimates of the spectral
density for the triconic, the sphere, and the ring pic­
tured in Figure 5. We use the same forty realizations
of the speckle pattern for each object that we used to
calculate the autocorrelation functions in Figure 5.
Note that the estimate of the spectral density is quite
jagged, even for forty averages, but that the auto­
correlation functions are smooth.

Again, we can use Fourier transforms to help ex­
plain this phenomenon. By the autocorrelation theo­
rem, the unaveraged autocorrelation and the unaver­
aged spectral density for each speckle frame form a
two-dimensional Fourier-transform pair. Because Fou­
rier transforms are linear, the averaged autocorrelation,
shown in Figure 5, and the averaged spectral density,
shown in Figure 6, also form a Fourier-transform pair.
The autocorrelation function tends to be smooth be­
cause the speckle pattern from which it is calculated is
bandlimited, i.e., varies smoothly. Relatively large er­
rors in the estimate of the autocorrelation, however,
occur at large spatial offsets. By the Fourier-transform
relation, these errors correspond to rapid variations,
or high-frequency noise, in the spectral-density curves.
As a general rule, the magnitude of the fluctuations in
the estimate of the spectral density is inversely pro­
portional to the square root of the number of aver­
ages. Therefore, many realizations of the speckle pat­
tern are needed to obtain a smooth spectral density.
This need for many measurements of a two-dimen­
sional speckle pattern can pose a problem in imple­
menting imaging correlography.

The box entitled ''Autocorrelation Functions" pre­
sents a graphical interpretation of the autocorrelation
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function. Figure B in this box is a plot of the theoreti­
cal autocorrelation function for the brightness distri­
bution function of a ring. This result agrees in general
shape with the measurement presented in Figure 6(c).

Figure C is a plot of the theoretical outline of the
autocorrelation function of a triconic. It agrees in
shape with the measured result given in Figure 6(d).

As a consequence of the autocorrelation theorem,

Triconic

(a)

(d)

(g)

Sphere

(b)

(e)

(h)

Ring

(c)

(f)

(i)

FIGURE 5. Effect of object shape on speckle patterns: brightness distribution functions for (a) a 2.5-cm-long triconic,
(b) a 2.5-cm-diameter sphere, and (c) a ring with an outer diameter of 2.5 cm and an inner diameter of 2.0 cm; their
corresponding speckle patterns are shown in (d), (e), and (f); the ensemble-averaged autocorrelation functions (forty
averages) of the speckle patterns are shown in (g), (h), and (i), respectively.
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the autocorrelation function of the brightness distri­
bution function B(x, y) contains the same informa­
tion as the magnitude-squared of the Fourier trans­
form of B(x, y). In imaging correlography, the phase
is recovered through two-dimensional phase retrieval,
allowing B(x, y) to be reconstructed in theory.

(a)

(c)

Thus far we have presented an overview of the
transverse structure ofspeckle and described the basic
principle for imaging correlography. In doing so we
have demonstrated the important role that Fourier
transforms play in the theory of speckle. The results
for imaging correlography closely parallel the results

(b)

(d)

FIGURE 6. Estimated spectral density (forty averages) of the speckle patterns associated with the three objects shown in
Figure 5: (a) triconic, (b) sphere, and (c) ring. A top view of part a is given in (d). Theoretically, these spectral-density
plots correspond to the autocorrelation function of the brightness distribution functions shown in Figures 5(a) through
5(c), respectively.
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for wavelength decorrelation. We present a careful
theorerical analysis ofwavelength decorrelation in the
section entitled "Theory for Wavelength Decor­
relation."

Longitudinal Structure

A speckle pattern also has longitudinal sttucture. From
the above discussion, once the observation point is in
the far field, the intensity of the speckle pattern does
not change in the radial direction, except for falling
off as 1/R2

. In this section we investigate how the
longitudinal structure of a speckle pattern varies with
distance from the scattering object, without assuming
that the field point is in the far field.

We illustrate the variation in longitudinal structure
through the computer-simulated speckle pattern dis­
played in Figure 7(a). The data are generated by add­
ing the field contributions from a linear array of
point-scatterers. The array is 201l in length and the
spacing between points is 1l/4. The scatterers are ran­
domly phased by using a uniform distribution over
2n radians. The intensity is calculated on a square grid
by summing the field contributions from the indi­
vidual point-scatterers and squaring the magnitude.
The grid lies in the plane defined by the linear scatter­
ing array and the longitudinal direction. The size of
the sampled area is 401l in the transverse direction and
SOIL in the longitudinal direction. For the purpose of
visualization, the speckle intensity is normalized by
dividing by the ensemble-averaged intensity value at
each grid point. This normalization compensates for
the decrease in intensity with distance.

Near the scatterer the speckles are small in both
directions, but not smaller than the wavelength Il.
Note that the rule of thumb for the average speckle
size d1. applies well into the near field, as the trans­
verse speckle size appears to increase linearly with
distance from the scattering object. The speckles also
become elongated rapidly in the radial direction. A
rule of thumb for estimating the longitudinal speckle
size d rl in the Fresnel zone is given in the literature
[9, 28]; namely, dll = 41lR2

/ D2
• Thus the longitudinal

speckle size grows as the square of the distance R,
rather than linearly with R, which accounts for the
rapid elongation of the speckles with distance. The
transition to the far field occurs at a range of approxi-

mately R = D2
/ Il. For this example, R = 4001l. In

Figure 7(b) we show a calculation of the normalized
speckle intensity as a function of the logarithm of the
distance along a horizontal line passing through the
center of the linear scattering array. This curve illus­
trates the transition to the far field and confirms that

(a)

~:6lJ\/: (b) 0]
~
Cf)[LYLE (C1~~
o

z:~ (d100]

1 10 100 1000
Distance (}.,)

FIGURE 7. Computer-simulated normalized speckle in­
tensity from a 20-wavelength-long linear array of ran­
domly phased point-scatterers: (a) longitudinal slice of
the speckle pattern cutting through the linear array; (b)
speckle intensity versus logarithm of distance for a hori­
zontalline lying in the longitudinal slice and beginning at
the center of the linear array; (c) speckle intensity along a
radial line 30° above the horizontal; (d) speckle intensity
along a radial line 60° above the horizontal. The speckle
intensity is normalized by dividing by the expected value
of the intensity at each point.
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AUTOCORRELATION FUNCTIONS

BECAUSE AUTOCORRELATION func­
tions play an important role in
the theory of speckle, we can of­
ten use them to explain target sig­
natures. Let us first consider wave­
length decorrelation. In this
technique we obtain the autocor­
relation function

RU(z) = f U(Z') U(z + Z') dz'

autocorrelation function occurs
because the middle section of the
triconic is longer than either of
the outer two sections.

In imaging correlography we
obtain the autocorrelation func­
tion of the target's brightness dis­
tribution function B(x, y) by cal­
culating the two-dimensional
spectral density of the speckle­
intensity pattern. The autocor-

relation function of B(x, y) 1S

defined as

RB(x, y) = f fB(x' , y')

x B(x + x', Y + yj dx' dy'.

(A)

We plot the autOcorrelation
function of a nng In Figure B.

of the target's range-resolved laser
radar cross section U(z) by cal­
culating the spectral density of
the fluctuations in speckle inten­
sity induced by scanning the laser
frequency. We do not need to take
the complex conjugate of U(Z')
in this equation (as we do in the
general definition of the autocor­
relation function) because the
range-resolved laser radar cross
section is a real quantity.

Figure A illustrates the calcula­
tion of the autocorrelation func­
tion pictorially for a triconic illu­
minated on axis. To calculate the
value of the autocorrelation func­
tion at a particular range offset z,
we multiply the original function
U(Z') by the shifted function
U(z + Z') and integrate to find
the area under the product curve.
This procedure is illustrated for
twO separate offset values Za and
Zb' The shaded areas represent the
magnitude of the autocorrelation
function for these two range off­
sets. Observe that the null in the

(a) (b)

____£.....I<:.......L--L---'----1...L--'-I~Z Z

-I 1- I--zb--I
za

(c) (d)

(e) RU(z)

FIGURE A. Pictorial calculation of the autocorrelation function of the
range-resolved laser radar cross section of a triconic. The function being
autocorrelated is duplicated with the specified value of the range offset
and then multiplied by the original function. The area under the resulting
product curve corresponds to the value of the autocorrelation function for
the given offset value.

378 THE LINCOLN LABORATORY JOURNAL VOLUME 5, NUMBER 3, 1992



• SHIRLEY ET AL.
Advanced Techniques ftr Target Discrimination Using Laser Speckle

The inner diameter of the ring is
80% of its outer diameter, as is
the case for the target used in
Figure 5. This autocorrelation
function agrees in general shape
with the experimentally measured
autocorrelation function displayed
in Figure 6(c).

In Figure C we demonstrate a
simple method for determining
the outline of the two-dimension­
al autocorrelation function de­
fined in Equation A. The object
in this demonstration is a tricon­
ic illuminated from the side. We
can determine the outline of the
autocorrelation function by slid­
ing the outline of the blue bright­
ness distribution function around
the red point and plotting the
extreme point, or set ofpoints, of
the moving object. The outline
shown in Figure C agrees with
the outline of the experimentally
obtained autocorrelation function
for the triconic given in Figure
6(d). In general, a two-dimension­
al autocorrelation function of a
real function is point-symmetric
around the origin. The reason for
the stronger fourfold symmetry
in Figure C is that B(x, y) for the
triconic is symmetric around one
of the axes.

FIGURE B. Autocorrelation function of a ring function having an inner
diameter that is 80% of the outer diameter.

FIGURE C. Outline of the autocorrelation function for the brightness
distribution function of a triconic. The outline, shown in red, can be
determined by sliding the perimeter of the blue triconic around the red
point and plotting the extreme point or points.

the normalized speckle intensity does not fluctuate
past this point. In Figures 7(c) and 7(d) we plot
similar curves for radial lines making angles of 30°
and 60° with respect to the horizontal axis. The tran­
sition to the far field occurs more rapidly at these
larger angles because the projected length of the scat­
tering array decreases.

To illustrate further the spatial properties ofspeckle,
we show a three-dimensional measured speckle pat-

tern in Figure 8. We obtained this speckle pattern by
back-illuminating a ground-glass diffuser with a fo­
cused laser beam from a HeNe laser and sampling the
resulting speckle pattern with a CCD array. We trans­
lated the CCD array in the longitudinal direction
between frames and combined the frames into a three­
dimensional array representing the speckle intensity
as a function of position. The conical region contain­
ing the speckle pattern is 300 J1m in length and its
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FIGURE 8. Measured three-dimensional speckle pattern from a ground-glass diffuser that is back illuminated by a
25-.um-diameter 0.633-.um-wavelength HeNe laser spot. This image was formed by stacking a series of 150 CCO images
of the speckle pattern, with a longitudinal displacement of 2 .um between frames.

diameter increases from 25 ).Lm to 100 ).Lm. We
used a microscope objective to magnify the speckle
and to image the plane of interest onto the CCD
array. To visualize the speckle pattern in three dimen­
sions more easily, we also normalized the intensity (as
in Figure 7) and applied a threshold function to con­
vert the speckles to solid objects. As expected, the
transverse speckle size increases linearly with radial
distance, and the speckle rapidly becomes elongated.

In the above two examples, the transverse size D of
the scatterer was chosen to be small so that a small
number of speckles would be present for visualization
purposes. (Observe that approximately D/)., = 20
speckles are at a given value of range in Figure 7[aJ.
Thus (D/}.,)2 is the approximate number of speckles
associated with a scatterer.) Let us estimate the speckle
size for other situations. In a typical laboratory setup
with D =5 cm, R= 2 m, and}., =0.75 ).Lm, the average
transverse speckle size at the receiver plane is dl. =

30 ).Lm. At this range we are still not in the far field,
which occurs at R =3300 m. Therefore, the speckle is
still fluctuating in the radial direction; and the longi­
tudinal speckle size is d ll = 4.8 mm. This relatively
slow variation of the speckle pattern with R allows the
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methods described in the following sections to be
applied to targets with longitudinal motion compo­
nents. In a space-based application, typical param­
eters might be D = 1 m, R = 100 lan, and}., = 1 ).Lm,

which yields a transverse speckle size of d.L = 10 cm.
The far-zone transition for this set of parameters oc­
curs at approximately R = 1000 lan, and the longitu­
dinal speckle size at R = 100 lan is d ll = 40 lan.

Laser Radar Cross Section and
Range-Resolved Laser Radar Cross Section

In this section we describe the fundamental relations
involved in the calculation of an object's laser radar
cross section (J and its range-resolved laser radar cross
section U(z) [14J. These quantities are fundamen­
tally important in understanding and interpreting ra­
dar signatures. The laser radar cross section (J deter­
mines the strength of the return signal, while the
range-resolved laser radar cross section U(z) deter­
mines how much of the return signal comes from
each value of range z. Therefore, U(z) contains infor­
mation about the size, shape, and surface-scattering
properties of the object. Because U(z) can be mea­
sured by the wavelength-decorrelation method, we
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FIGURE 9. The coordinate system used to define laser
radar cross section and range-resolved laser radar cross
section.

are interested in relating it to the physical properties
of a target. In what follows, we build a theoretical
framework and point out similarities in the method­
ology for calculating U(z) and (J. We then apply this
methodology to the calculation of U(z) and (J for
basic geometrical shapes.

(6)U(z) = d(J .
dz

(J. In addition, because (J is defined as an ensemble­
averaged quantity and because the surface is rough on
a wavelength scale, the interference between the con­
tributions arising from different regions of the surface
averages out. Therefore, (J is obtainable by incoher­
ently summing the contributions arising from indi­
vidual surface patches.

The range-resolved laser radar cross section U(z) is
also an ensemble-averaged quantity. Because (J is the
incoherent sum of individual localized contributions
we can define U(z) as the derivative of the laser radar
cross section (J with respect to range:

Method ofCalculation

There are two physical properties of the object that
affect (J and U(z): the shape of the object and the
angular-scattering distribution of its surface materi­
als. We characterize the shape of the object by the
function hll (x, y), which represents the height of the
object boundaries above the z = 0 plane as a function
of the Cartesian coordinates x and y lying in this
plane. Hence this height function is measured along
the direction of illumination and increases with dis­
tance from the source. If the function is multivalued,
then we use the smallest value because it corresponds
to the point closest to the source; the other values are
associated with points that are shadowed by the clos­
est point.

The standard radiometric quantity for specifying
the angular-scattering distriburion is the bidirectional
reflectance distribution function (BRDF) [29, 30].
The BRDF describes the scattering oflight from a flat
surface element as a function of both the illumination
direction and the observation direction. Knowledge

Thus U(z) is a density function that quantifies the
contriburions to the cross section as a function of
range. Integrating U(z) over the entire range extent
of the object yields (J. Both (J and U(z) are non­
negative functions; U(z) can be infinite at isolated
points, as long as the integrated area under the curve
is finite. Because (J has dimensions of area, U(z) has
dimensions of length. Both quantities depend on the
viewing angle.

(5)

I- R -,

_(A
Transmitter -------------- E -~. z

~
0_:

p- Speckle I

Receiver E: pattern :
z=o

<E>

The quantity Eo in Equation 5 is the irradiance of the
illuminating beam and R is the distance to the target,
as shown in Figure 9. We interpret the laser radar
cross section (J as the cross-sectional area of a hypo­
thetical isotropic scatterer that would produce the
same averaged irradiance at the receiver as the actual
scatterer. An isotropic scatterer is one that scatters the
incident light uniformly into 41r steradians.

Because the laser wavelength is small compared to

the object size and to any feature of interest on the
object, the scattering can be treated as a localized
phenomenon. This fact simplifies the calculation of

Definitions

Because of speckle, there is a basic distinction be­
tween microwave cross sections and laser radar cross
sections. To smooth out the large fluctuations in in­
tensity caused by the speckle, we define the laser radar
cross section as an ensemble-averaged quantity. Hence
the usual microwave-radar expression relating the cross
section to the irradiance E (power per unit area) at the
receiver is modified by placing ensemble-average brack­
ets around the received irradiance
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where the subscripts x and y denote partial derivatives
of the height function with respect to these variables.
The plus sign is chosen if the surface element points
toward the source, and the minus sign is chosen if the
surface element points away from the source.

To evaluate the cross section CY, we incoherently
sum the contributions arising from individual surface
elements. If dA is the area of a given surface element,
then the associated contribution to the cross section is

of the full BRDF is not necessary in our situation,
however, because we have assumed a monostatic radar
configuration. Instead, we can use the monostatic
reflectance distribution function (MRDF), which is a
subset of the BRDF obtained by setting illumination
and observation angles equal. By assuming that the
surface material has no preferred azimuthal axis, we
can write the MRDF as a function of one variable
only, the angle of incidence 8. We denote the MRDF
by the symbol [(8). The local angle of incidence 8
varies with position on the surface. It is related to the
height function hll(x, y) through

This result follows from the definition ofcross section
and the definition of the BRDF. One of the cosine
factors arises from the illumination obliquity factor;
the other is associated with the decreased projected
area of the element as seen by the detector. The total
cross section is obtained by integrating over the entire
illuminated surface area. There are two conditions
under which a surface patch will not be illuminated:
(1) if its surface normal points away from the source,
which occurs when cos 8 < 0, or (2) if it is shadowed
by some other region of the object. The second condi­
tion occurs when hll is multivalued and the given
surface patch does not correspond to the lowest value
of hll . If the object is convex, then all shadowing can
be accounted for by applying the cos 8 < 0 rule.

In our situation, we find it more convenient to
perform the integration over the projected area A.l
along the line of sight. If we write the surface-area
differential dA in terms of dA.l = dx dy = dA cos 8,

(11)

(9)

U(z) = CY 8(z - zo),

CY = 4nSS [(8) cos 8 dx dy

A.l

then one of the cosine factors is eliminated. By sum­
ming over the projected area .A.t of the object, we
obtain

U(z) = 4nff [(8) cos 8 8[z - hll(x, y)] dx dy.
(10)

A.l

as the cross section for the particular viewing angle.
The assumptions that go into the derivation of

Equation 9 limit its use to the calculation of CY for
diffusely scattering objects that are large in size com­
pared to the optical wavelength. Contributions to the
cross section arising from specular scattering points
can be accounted for separately. Also, interactions
between different surface elements, such as multiple
scattering, are not accounted for. Polarization effects
are also ignored in Equation 9, but they could be
included by defining a polarization-dependent MRDF
and CY.

The basic formula for calculating U(z) is similar in
appearance to Equation 9. The only difference is the
inclusion of a o-function within the integral to limit
the region of integration to the specified value of
range z:

Figure 10 illustrates how the o-function reduces the
region of integration to the contour formed by the
intersection of the range plane with the boundary of
the object. We can check that Equation lOis valid by
substituting it into Equation 6, which yields Equa­
tion 9 for CY.

We further illustrate the meaning of Equation 10
by considering two special cases. In the first case, we
suppose that the scattering object is a flat plate of area
A that is illuminated at normal incidence. Then the
height function is constant (say Z{») on this plate, and
the object's total cross section is confined to one value
of range; i.e., z = Z{). Equation lOis easily evaluated in
this case; the o-function does not depend on the
variables of integration and can be removed from the
integral, which leaves

(8)

(7)
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FIGURE 10. The circularly shaped integration paths for calculating the range-resolved laser radar cross section U(z) for
a cone illuminated on axis.

Because the height function may have multiple peaks
and valleys, more than one contour line may exist for
a given value of z.

where (J = 4nf(0)A is the cross section of the plate.
In the second case, we exclude any situations cov­

ered by Equation 11. Then Equation 10 reduces to a
line integral around the contour associated with the
given height value of z. We obtain this line integral by
changing variables from x and y to Z and L, where Lis
the distance along the integration path. Then dx dy =

cot e dL dz, and the range integration can be per­
formed by applying the 8-function, which leaves

On-Axis ILLumination

We now illustrate the calculation of (J and U(z) for
on-axis illumination of axially symmetric objects. Al­
though these calculations are among the simplest to

carry out, the results are still important because they
apply to a number of common situations and because
they illustrate the general behavior of (Jand U(z). We
consider the laser radar cross section first. In radar
measurements the radar is calibrated by using a stan­
dard target with a known cross section. The calibra­
tion standard for laser radars is typically either a dif­
fuse disk illuminated at normal incidence or a diffuse
sphere. Ideally, the surface of the calibration target is

U(z) = 4n f fee) cos ecot edL .

contour
(12)

Lambertian, which corresponds to an angle-indepen­
dent MRDF value off= lin.

As calibration standards, the numerical values of (J
for Lambertian spheres and Lambertian disks have
special significance. The laser radar cross section of a
Lambertian sphere is 8/3 times its projected geo­
metrical cross section. Compare this value to that of
the conventional radar cross section of a smooth,
perfectly conducting sphere as calculated in the short­
wavelength, physical-optics limit [31]; in this situa­
tion the cross section is equal to the geometrical cross
section of the sphere. The conventional radar cross
section of a smooth sphere can be attributed to the
neighborhood of the specular point, whereas the laser
radar cross section of a diffuse sphere is composed of
contributions from the entire illuminated hemisphere.
We have distinguished between laser radar cross sec­
tion and conventional radar cross section to stress
that it is not necessary to take the ensemble average
when the surface of the object is smooth. The laser
radar cross section and the conventional radar cross
section, however, are equal in this situation, and we
shall not distinguish between the two in the remain­
der of this discussion.

A Lambertian disk viewed at normal incidence has
a laser radar cross section equal to four times its area
A. But the laser radar cross section of a smooth,
perfectly conducting disk at normal incidence de­
pends on the wavelength A through the relation
(J = 4nA21A2

. This strong wavelength dependence is
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the different solutions.
Let us apply Equation 13 to the case of a cone

viewed on axis. For a cone half-angle a, and a cone
length equal to L, and with the tip of the cone located
at z = 0, we obtain

Note that the range-resolved laser radar cross section
of the cone increases linearly with range, regardless of
the functional form of the MRDF. This result is intui­
tive because the angle of incidence is constant and the
circumference of the cone is proportional to z.

We now calculate the range-resolved laser radar
cross section of a sphere. Let the sphere have radius a
and be located with its center at z = o. Then Equation

13 reduces to

Observe that U(z) is a segment of a parabola when
the surface of the sphere is Lambertian. The parabola
has a maximum value of 8na at the pole where z = -a,

and falls to zero at the equator where z = O. Interest­
ingly, the on-axis cone and the Lambertian sphere
have range-resolved laser radar cross sections that are
linear and quadratic in range, respectively. Figure 11
contains plots of U(z) for a top hat and a cone, each
viewed on axis, and a Lambertian sphere. These plots
illustrate Equations 11, 14, and 15, respectively.

Off-Axis Illumination

The cross section (J' and range-resolved laser radar
cross section U(z) vary markedly with viewing angle.
This angular dependence can produce distinctive sig­
natures that are useful for identifying and characteriz­
ing targets; the capability to predict these signatures
can aid in their interpretation. In this section we
introduce methods for calculating the angular depen­
dence of (J' and U(z).

Although Equation 9 for calculating (J' and Equa­
tion 10 for calculating U(z) are general results, they
are difficult to apply to angle-dependent problems

(15)

(14)

8n
2 [-1 ] 2U(z) = ----;- f cos (-z I a) z

for - a $ z $ o.

U(z) = 8n2 sin a, tan2 a, f(n/2 - aJ z

for 0 $ z $ L.

U(z) = 8n2r(z) fee) cos ecot e. (13)

caused by coherent addition of the specular reflec­
tions from the entire surface area of the disk.

The surfaces of a sphere and a disk are examples of
two different classes of surfaces, namely, those having
curvature in two dimensions and those having no
curvature in either dimension. The surface of a cylin­
der is an example of an intermediate category; its
surface has curvature in a single dimension. If we
view a smooth, perfectly conducting cylinder normal
to its axis, then there is a straight line on the surface
where specular reflections occur. The coherent addi­
tion of these specular contributions produces a laser
radar cross section that is inversely proportional to
wavelength; i.e., (J'= 2naL2/?, where a is the radius of
the cylinder and L is its length. Contrast this relation
with the wavelength-independent result that (J' = 2naL

for a Lambertian cylinder viewed normal to its axis.
In summary of these three situations, except for pos­
sible variations of fee) with wavelength, the laser
radar cross section of a diffuse object is independent
of the wavelength, but the laser radar cross section of
a smooth-surfaced object can exhibit a strong wave­
length dependence for those viewing angles where
there is coherent addition of specular components.

Next we illustrate some elementary calculations of
the range-resolved laser radar cross section for axially
symmetric objects that are viewed along the axis of
symmetry. In these calculations Equation 12 reduces
to a simple form. We derive this form by representing
the object by a radius function r(z). If r(z) increases
monotonically, then each value of z maps into a single
value of the angle ofincidence e. Therefore, the quan­
tities that depend on e can be removed from the
integral, and the integration in Equation 12 simply
results in the circumference 2nr(z) of the object for
the given range value. Consequently, for axially sym­
metric objects illuminated along the axis of symme­
try, Equation 12 takes the form

The angle of incidence e is related to the radius
function r(z) by cot e= drldz. If r(z) is not a mono­
tonic function, then for certain ranges z there will
be more than one value of r corresponding to z. If
this is the case then we sum the contributions from
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FIGURE 11. Range-resolved laser radar cross sections for on-axis viewing: (a) top hat; (b) cone; (c) Lambertian sphere.

The region of integration Ah corresponds to the pro-

FIGURE 12. Coordinate system for describing the object
height function h(~, 11) and the direction of illumination
(ex, fJ).

We evaluate (j in the rotated coordinate system by
changing the variables of integration from x and y
to ~ and 71. Equation 9 then becomes

(17)
(j = 4nSf f(8) CO/8~hi + h~ + 1 d~ d71·

Ah

cos a - sin a (h~ cos f3 + hT/ sin f3)
cos 8 = .

Ih2+h2+1 (16)
'V ~ T/

because the functional form of hll also depends on the
aspect angle. Therefore, to apply these results we would
have to provide the appropriate height functipn of an
object for each aspect angle. We avoid this problem
by performing the integration in a rotated coordinate
system (~, 71, S') that is natural (or preferred) for
defining the object shape. We denote the height func­
tion in this new coordinate system by h(~, 71). If there
is an axis of symmetry, it is usually aligned with the

S' axis.
In the rotated coordinate system the height func­

tion remains constant and the illumination direction
varies. Let a and f3 be the polar and azimuthal angles
representing the direction of illumination, as illus­
trated in Figure 12. Then the expression analogous to

Equation 7 for calculating the angle of incidence 8 in
terms of the new height function is

Note that Equation 16 reduces to Equation 7 when

a= O.
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FIGURE 13. Region of integration for calculating the laser
radar cross section for off-axis illumination of a cone. As
the aspect angle increases, the angular range of integra­
tion ±I/>s in the projection plane decreases. This range of
integration corresponds to the illuminated surface area
of the cone.

jection of the illuminated surface area onto the e;-ry
plane, as illustrated in Figure 13. Observe that Equa­
tion 17 simplifies to Equation 9 when a = O. There is
one complication in using Equation 17 that does not
arise in Equation 9. In Equation 9 we account for
shadowing by retaining only the lowest value of hll if
it is multivalued. In Equation 17 we must separately
determine when the old height function hll for the
given aspect angle is multivalued.

A similar integral exists for the range-resolved laser
radar cross section. In the rotated coordinate system,
Equation 10 takes the form

U(z) =47rff f(() COS2()~hi + h,~ + 1

Ah

X o[z - h(e;, ry) cosa - sina(e; cos f3 + ry sinf3)]de; dry.

(18)

Again, the advantage of this form is that the height
function h is independent of aspect angle. As ex­
pected, Equation 18 reduces to Equation 10 when
a = O. Note that Equation 18 is identical to Equation
17, except for the inclusion of the 8-function, which
limits the integration to the contour formed by the
intersection of the object boundary with the range
plane. Note also that we can obtain the formula that
describes the integration path by setting the argument
of the 8-function to zero.

Equations 17 and 18 can be difficult to evaluate
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analytically. Closed-form solutions can be found for
many simple shapes, however, and these solutions aid
in the prediction and interpretation of target signa­
tures. Because complex objects can usually be de­
scribed as a combination ofsimple component shapes,
we should carry the analysis of simple components as
far as possible. As long as we account for cross shad­
owing of one component by another, the results we
determine for individual components can be used in
modeling more complex object shapes.

Many component shapes have some form of sym­
metry. In the remainder of this section we consider
off-axis illumination of the class of objects that are
symmetric around an axis of rotation. We can charac­
terize these objects by a height function h(r) that
depends only on the radius r. Some important mem­
bers of this class, including spheres, disks, cylinders,
and cones, are treated below.

Let us first consider the laser radar cross section 0'.

Because the sphere is radially symmetric, 0' is inde­
pendent of aspect angle as long as the material cover­
ing the sphere is applied uniformly. Most other ob­
jects, however, exhibit a strong angular dependence in
their cross section. For example, by Equation 17, the
cross section of a disk or any other flat object falls off
as cos2

(), not including any variations caused by f(().

The Lambertian cylinder also has a simple depen­
dence on aspect angle. Let the radius of the cylinder
be denoted by a and the length by L. If the aspect
angle a is measured relative to the cylinder axis, then
the cross section 0' is given by 27raLsin2a, not includ­
ing contributions from end caps. The aspect-angle
dependence of 0' for a Lambertian cone is not so
simple, but a closed-form solution does exist [14, 32].
Figure 14 illustrates this angle dependence for a
Lambertian cone with a Lambertian disk base.

Next, we consider the range-resolved laser radar
cross section U(z). In general, U(z) is more difficult
to calculate than 0', but the solutions for U(z) tend to

be more interesting because of the dependence on
range. A specialized form ofEquation 18 results when
the object is axially symmetric. The steps involved in
determining this form are (1) transforming the inte­
gral to polar coordinates rand 1/>, (2) converting the
8-function to an explicit function of r, and (3) per­
forming the radial integration via the 8-function. The
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hr sin a cos I/> + cos a
cose= R

1 + h2 (21)
r

implies that the point is not shadowed by a point
closer to the source. Integration over azimuth angles
between -ll"and 0 has been accounted for in Equation
19 by using symmetry and doubling the result.

The formula for the angle of incidence egiven in
Equation 16 reduces to

for axial symmetry. Equations 19 through 21 provide
the basic framework for calculating the angular de­
pendence of the range-resolved laser radar cross sec­
tion for axially symmetric objects. In the following
sections we use these results to write solutions for the
aspect-angle dependence of U(z) for disks, cones,
cylinders, and truncated spheres.

Disk. Let a disk of radius a be positioned with its
center at the origin. It is relatively simple to apply
Equation 19 to this situation because the height func­
tion has a constant value; namely, her) = O. Conse­
quently, there are no shadow boundaries to contend
with, and the integration path is a straight line. The
azimuthal range of integration is determined by set­
ting ri = a in Equation 20 and solving for 1/>. The
resulting form for U(z) is elliptical in shape:

result does not depend on [3. We set [3 = 1800
to center

the range of integration around I/> = 0, which yields

f"'f 2 rigU(z) =8ll" £.J (e) cos e 1 . I @po
. hr cos a - Sill a COS I/>

¢ I

(19)

Equation 19 requires some clarification. First we ex­
plain the meaning of the summation. For given values
of azimuth angle 1/>, range z, and aspect angle a, more
than one value of the radius r can lie on the integra­
tion path. These values of r correspond to the discrete
solutions ri of the integration-path equation

z = -r; sin a cos I/> + cos a h(r;) . (20)

Each solution contributes to U(z); hence the summa­
tion in Equation 19. The symbol hr in Equation 19
denotes the derivative of her) with respect to r, evalu­
ated at the point r = rio

The integration in Equation 19 extends over values
of the azimuth angle I/> ranging between 0 to ll" such
that all of the following conditions are satisfied: (1) a
solution to Equation 20 exists, which implies that the
range plane intersects the object; (2) cos e> 0, which
implies that the surface element faces the source; and
(3) only the lowest-valued branch of the correspond­
ing function hll is taken when it is multivalued, which

100 .------r---r---~---r------,r__-___,

U(z) = 8ll"f(a) cot2a~a2 sin2a - z2

for Izi ~ la sin al· (22)

FIGURE 14. Aspect-angle dependence of the laser radar
cross section of a Lambertian cone 10 cm in length with a
cone half-angle of 15°. The colored lines indicate the
separate contributions from the cone and the disk base.
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This result is intuitive because the range-resolved la­
ser radar cross section of a disk is proportional to the
length of the straight-line integration path, which
varies elliptically. Equation 22 is illustrated in Figure
15. As the aspect angle a approaches normal inci­
dence, the peak value of U(z) increases without bound,
and the width of the ellipse approaches zero. In this
limit U(z) reduces to a 8-function, as in Equation 11.

Cone. For generality, we allow the cone to be trun­
cated and we denote the radii at the two ends by a\

and ~. If we assume the tip of the corresponding
non-truncated cone is at the origin, then the cone is
represented by the height function her) = r cot ac for
a\ < r < ~. With these definitions, Equation 19 for
the range-resolved laser radar cross section becomes
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cos 8 = cos acsin a cos ifJ + sin accos a. (24)

FIGURE 15. Range-resolved laser radar cross section of a
1-cm-radius Lambertian disk at various illumination angles.

and the local angle of incidence in Equation 21 re­
duces to

form because it is compact, well suited to numerical
integration, and valid for arbitrary choices off(8).

Before Equation 23 can be applied, we must deter­
mine the limits of integration. This determination is
often the most difficult part of the calculation of a
range-resolved laser radar cross section. It is compli­
cated because these limits generally vary with both
the aspect angle a and the range value z. But once
these limits are determined, they can be applied to
arbitrary choices of f(8). As illustrated in Figure 16,
two boundary types are associated with the azimuthal
limits of integration for a cone. They are shadow
boundaries and truncation boundaries. Shadow bound­
aries cause the region of integration Ah in Equation
18 to be pie shaped, as illustrated in Figure 16(b). We
denote the half-angle of the illuminated segment of
the pie by ifJr Truncation boundaries occur when the
range plane cuts through the circle of radius ai' which
is associated with the truncation plane, or through
the circle of radius ~, which defines the cone base.
The corresponding azimuthal limits of integration are
denoted as ifJb] and ifJb2 ' respectively. Note that ifJs is
independent of range but that ifJb] and ifJb

2
depend on

range.
Before evaluating the shadow and truncation

boundaries, we point out an important feature of
Equation 23-the explicit dependence on z occurs
only in the linear factor in front of the integral.
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Although Equation 23 can be integrated analytically
for certain choices of f(8), we leave it in its integral

I I
I ,,
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FIGURE 16. Limits of integration for calculating the range-resolved laser radar cross section for off-axis illumination of a
truncated cone: (a) shadow boundaries and truncation boundaries for three separate range planes cutting through the
cone; (b) the corresponding integration paths in ~-T] space.
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correctly handles all possible situations. In Figure 17
we plot Equation 23 for the range-resolved laser radar
cross section of a truncated Lambertian cone illumi­
nated at various angles. The cone has the same shape
as the one in Figure 16. The cone half-angle is 15°,
the distance between truncation planes is 10 cm, and
the distance from the first truncation plane to the
apex of the corresponding untruncated cone is 5 cm.
Note that as pointed out above, the U(z) curves have
a large linear region if the aspect angle is small, but
that this linear region eventually disappears as the
aspect angle increases.

Cylinder. The cylinder does not lend itself to direct
analysis by Equation 19 because her) is ill defined in
the associated coordinate system. We can apply Equa-

limits of integration that are appropriate for the given
situation. By referring to Figure 16, we can see that
the algorithm defined by

11 = mine i/Js ' i/Jb1 ' i/Jb2 ) (27)

i/Jb = Re [cos-l(cot ac cot a - ~ )], (26)
n an SIn a

Therefore, as long as the limits of integration do not
depend on Z, the U(z) curve will increase linearly
with range, just as it does for the on-axis cone de­
scribed by Equation 14. As already noted, the limits
of integration can exhibit range dependence only for
those values of range and for those aspect angles
where the range plane intersects one of the truncation
planes. For every truncated cone there is a range of
aspect angles, beginning with a = 0, such that there
are no truncation boundaries. Thus every truncated
cone exhibits a linear dependence on z over some
region of a-z space, and the longer the cone, the
larger the angular region where this dependence oc­
curs. This linear dependence on z produces a distinc­
tive signature that can be used for identifying and
characterizing conical objects.

Now we describe how the two types of boundaries
are determined. Shadow boundaries can be obtained
by setting cos () equal to zero in Equation 24 and
solving for i/J:

i/Js = Re[cos-I(-tanaccota)]. (25)

The reason for taking the real part is that the inverse
cosine becomes complex when a < ac and when
a> 1r: - a c' In the first case, the entire cone is illumi­
nated so that no shadowing occurs, and Equation 25
reduces to i/Js = 1r:. In the second case, the cone is
completely unilluminated (only the inside of the cone
is visible to the laser), so that complete shadowing
occurs and Equation 25 reduces to i/Js = O.

Truncation boundaries are determined by setting ri

equal to al or ~ in Equation 20 and solving for i/J.
This yields

where n assumes the value 1 or 2. Taking the real part
in Equation 26 allows us to define i/Jb

n
for those cases

in which no intersection occurs between the range
plane and the truncation boundary of the cone. The
value assigned is the last value, 0 or 1r:, that i/Jb had as

n

the range plane moved away from the object.
Now that we have analyzed the different boundary

types that can occur, the next step is to choose the

FIGURE 17. Range-resolved laser radar cross section for
a truncated Lambertian cone viewed at various aspect
angles. The cone half-angle is 15° and the distance
between the truncation planes is 10 cm. The range­
reference point is located at the apex of the correspond­
ing untruncated cone, which is located 5 cm to the left of
the first truncation plane. There are no contributions
from the disk-shaped regions formed by the intersection
of the truncation planes with the cone.
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tion 23 to a cylinder, however, by taking the limit as
acapproaches zero. A slight complication occurs when
we do this. Because the origin of the coordinate sys­
tem is at the apex of the cone, the range values of
interest shift to infinity. To adjust for this shift, we
transform the equation to a coordinate system having
its origin at the truncation point where r = a l . When
the aspect angle a = 0, the range offset between the
origins of the two coordinate systems is simply the
axial distance from the apex of the cone to the trunca­
tion plane So = a l cot ac' But as a increases, this offset
is reduced by a factor of cos a. Thus we transform
coordinates in Equation 23 by replacing z with
z + al cot ac cos a. For a cylinder of length Land
radius a, Equation 23 reduces to

. 2
Slll a

U(z) = 8na -I-I
cos a

!P2

Xfcos2¢ I[cos-I(sina cos ¢)] d¢,

!PI

(29)

So = 5 cm. The range offset in the argument corre­
sponds to measuring range with respect to a point on
the cylinder axis that is 5 cm outside of the cylinder.

Truncated Sphere. Equation 15 gives the general
solution of the range-resolved laser radar cross section
for a complete sphere. Although this solution does
not depend on aspect angle, the solution for a trun­
cated sphere does. Because the truncated sphere is an
important component for building up composite tar­
get models, we also describe its angle-dependent range­
resolved laser radar cross section. We assume the cen­
ter of the sphere is located at the origin and that the
truncation plane is at a height h. Thus the value of h
ranges between -a and a, with -a, 0, and a corre­
sponding respectively to a single point at the pole, a
hemisphere, and a complete sphere. For some values
of z the truncation boundary limits the range of the
azimuthal integration so that it no longer covers a
complete circle. Equation 15 is modified to account
for the truncation boundary by replacing n with the
actual angular half-range of integration, which varies
between 0 and n. The new form is

where

¢b = Re[cos-I[~)]
I a Slll a

and

R
[

-I[L cos a- z)]¢b = e cos .
2 a sin a

The limits of integration are obtained by using Equa­
tions 27 and 28 with ¢s = nl2. Note that U(z) for a
cylinder is independent of range, regardless of the
functional form of1(8), as long as the range plane
does not cross a truncation boundary. Thus all cylin­
ders have a region in z-a space where U(z) is indepen­
dent of range, and this region provides a distinctive
range-resolved laser radar cross-section signature for
cylindrical objects. In Figure 18 we plot Equation 29

for a 1O-cm-long 4-cm-diameter Lambertian cylinder
illuminated at various angles a. To separate the curves
for the different values of a from one another in
range, we have actually plotted U(z - So cos a), where
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X Re[cos-I[~ z2cos a
2

- .h J] z2 (30)
a - z Slll a

for - a ~ z ~ O.

Spherical objects also have a distinctive signature. For
any values of the truncation height h, there is an
angular region, beginning with a = 0, such that U(z)
is independent of viewing angle over certain values
of z. Equation 30 is illustrated in Figure 19.

Composite Objects. We combine the preceding re­
sults to obtain the aspect-angIe-dependent range­
resolved laser radar cross section for a Lambertian
cylinder-disk combination and for a Lambertian
sphere-cane-disk combination. The spherical and coni­
cal segments of the sphere-cone-disk are joined to­
gether such that the slope of the surface is continu­
ous. Figure 20 shows three-dimensional plots of the
logarithm of the range-resolved laser radar cross sec­
tion as a function of range and aspect angle for these
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FIGURE 18. Range-resolved laser radar cross section for
a Lambertian cylinder viewed at various aspect angles.
The length of the cylinder is 10 cm and its diameter is 4
cm. The range-reference point is located 5 cm outside of
the cylinder to separate the various plots in range. There
are no contributions from the disk-shaped endcaps.
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Theory for Wavelength Decorrelation

We have shown how the range-resolved laser radar
cross section U(z) relates to an object's shape and
angular surface-scattering properties. Our next step is
to show theoretically how U(z) is related to the fluc­
tuating speckle intensity caused by scanning the laser
frequency in the wavelength-decorrelation technique.
In the box entitled "Wavelength Decorrelation of
Speckle" we explain (1) why the speckle intensity
fluctuates when the laser frequency is scanned, (2)
how much of a frequency shift is necessary to
decorrelate the speckle pattern, (3) the minimum
required sampling rate, and (4) how the range resolu­
tion is affected by the scan length. We begin this
section by calculating the spectral density of the speckle
intensity and then progress toward bispectral analysis
in an effort to maximize the information extracted
from the signal.

Spectral Density

We have stated that a fundamental relation exists
between the spectral density of the speckle signal and
the autocorrelation function of the range-resolved la­
ser radar cross section of the illuminated object. We
now derive this relation from basic principles. As in
the previous section, we quantifY the speckle intensity
by using the irradiance. The analysis is divided into
two parts. First we establish a model for calculating
the irradiance E(t) at the receiver in terms of the
physical properties of the object; then we use this
model to perform the statistical calculation of the
spectral density.

The spectral density of E(t) is defined in terms of
its Fourier transform i(/) by
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FIGURE 19. Range-resolved laser radar cross section for
a 1-cm-radius Lambertian hemisphere viewed at various
aspect angles.

25 ...----,----.----,-----r----,

where

is the effective scan duration, and wet) is a dimen-

two objects. The separate signatures for the disk, the
cone, the cylinder, and the sphere are evident in these
plots. We have already pointed out that it is easier to
obtain the autocorrelation of U(z) than U(z) by the
wavelength-decorrelation method. Figure 20 also
shows the autocorrelation functions of U(z) for com­
parison. We can clearly distinguish between the two
shapes, given the aspect-angle dependence of the auto­
correlation function.

(31)

(32)
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FIGURE 20. Wavelength-decorrelation signatures for composite objects: (a) Lambertian sphere-cone-disk combination;
(b) Lambertian cylinder with disk endcaps; (c) and (d) aspect-angle dependence of the range-resolved laser radar cross
section for parts a and b, respectively; (e) and (f) autocorrelation functions of the range-resolved laser radar cross
section for parts a and b, respectively. The magnitude of these signatures is plotted on a logarithmic scale covering four
decades for parts c and d and two decades for parts e and f,

sionless window function, ranging between zero and
unity, that specifies the temporal shape and the dura­
tion of the transmitted signal irradiance. If wet) turns

on and off abruptly, then T is simply the scan dura­
tion in the usual sense. Typically, wet) tapers to zero
at the edges of the signal for the purpose ofdecreasing
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(33)

the sidelobes. In this analysis, the scan duration is
assumed to be long compared to the time it takes
light to traverse the range extent of the object.

Our model for the irradiance at the receiver differs
from previous models for analyzing the wavelength
dependence ofspeckle in that we do not try to predict
angular-scattering effects from assumed surface statis­
tics. Instead, these surface-correlation effects are taken
into account directly through the functional depen­
dence offie), which can be readily measured in prac­
tice. This approach greatly simplifies the calculations.
The resulting analysis, which is a hybrid between
radiometry and physical optics, proceeds as follows.

First we break the surface of the object into N
small uncorrelated area elements A) and use prin­
ciples of radiometry to calculate the contribution to
the speckle-averaged irradiance at the receiver from
each individual element. The magnitude of the com­
plex amplitude at the receiver arising from an indi­
vidual surface element on the object is obtained by
taking the square root of the irradiance from that
element. The phase is introduced by considering path
lengths and assigning each scattering cell a random
phase offset ¢) that is uniformly distributed over
2n: radians. The N contributions Vj(t) to the total
complex amplitude V(t) at the receiver are then added
coherently as in physical optics. Finally, the irradiance
E(t) is obtained by squaring the magnitude of the
complex amplitude.

This model for E(t) is based on the following
reasoning. The area A) of each surface element is large
enough to determine the angular scattering (i.e., large
compared to the wavelength and the surface correla­
tion length), but small enough so that the resultant
complex amplitude V(t) at the receiver would not
change significantly if the elements were further sub­
divided. For example, the range extent L) of the indi­
vidual surface elements must be small enough so that
the corresponding decorrelation frequency I1vD =

c/(2L) from Equation B in the box on the wave­
length decorrelation ofspeckle is large compared with
the total frequency scan of the laser. Because objects
of interest are large on a wavelength scale, we can
divide the surface area into many individual cells that
each satisfy these requirements.

The first step in calculating E(t) is to define the

transmitted signal; its complex amplitude is expressed
in the form

VT(t) = ~Eow(t) exp[i¢T(t)].

In this equation Eo represents the final target irradi­
ance after the transmitted beam has propagated over
the distance R. As explained above, variations in the
transmitted irradiance with time are accounted for
through the window function w(t). The phase ¢T(t)

is obtained by assuming that the initial laser fre­
quency is Vo and that v increases linearly in time at the
rate y, such that v = Vo + yt. Through application of
the relation d¢/dt = 2n:v we obtain

¢T(t) = 2n:(vo + y;},
which completes the description of the transmitted

signal.
Having defined the transmitted signal, we are now

in a position to write the irradiance at the receiver.
Because a monostatic and far-field configuration is
assumed, we need only consider rays that propagate
parallel to the z-axis. For the jth scattering cell,
the round-trip propagation time from the transmitter
and back to the receiver is to + ~, where to = 2R/cis
the round-trip propagation time to the z = 0 plane
(from which the object height function is defined)

and ~ = 2h/c is the round-trip propagation time
between the z = 0 plane and the jth scattering cell.
The time dependence associated with the contribu­
tion Vj(t) is the same as the time dependence of the
transmitted signal VT(t), but at the earlier time
t - to - ~. By the procedure outlined above, the total
complex amplitude at the receiver is

V(t) = ~w(t - to)

N

XL~(EJ exp{i[¢T(t - to - t) + ¢)]}.
)=1

(34)

In Equation 34 we assume that the pulse duration Tis
long compared to the largest value of ~ and that w(t)

is slowly varying, except possibly at the edges, to
replace w(t - to -~) by w(t - to) and move it outside
of the summation. The expected irradiance (E) ) from
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WAVELENGTH DECORRELATION OF SPECKLE

ONE OF THE BASIC characteristics
that can be used to describe
the wavelength dependence of
speckle is the sensitivity of the
speckle pattern to changes in la­
ser frequency. If a large frequency
shift is required for changing, or
decorrelating, the speckle pattern,
then we say that the speckle pat­
tern has a large decorrelation fre­

quency t1vD'

We can show that t1vD is in­
versely proportional to the range
extent L of the illuminated ob­
ject. Let the cone in Figure A be
illuminated on axis with a tun­
able laser. To calculate the result­
ant complex amplitude at a dis­
tant receiver located on axis, we
sum the backscattered contribu­
tions corresponding to the differ­
ent scattering cells located on the
surface of the cone. A phase delay
I/J is associated with the propaga­
tion path, or optical path length,
for each scattering cell. Ifwe mea­
sure I/J with respect to the z = 0
plane, then the phase delay for
propagation from this plane to a
scattering cell with range z is I/J =

-2nz/A. =-2nzv/c, where A. is the
wavelength, v is the optical fre­
quency, and c is the speed oflight.
The minus sign is consistent with
a forward propagating wave and
the positive harmonic time de­
pendence exp(i2nvt). For the mo­
ment, let us consider only scat­
tering contributions from the two
extreme ends of the cone, i.e.,
from planes with range values of

z = 0 and z = L. The phase delay
associated with the round-trip
propagation path 2L between
these twO planes is

I/J = - 4nLv/c. (A)

Either constructive or destructive
interference occurs between these
twO contriburions, depending on
the value of I/J for the particular
frequency v. This variation be­
tween destructive and construc­
tive interference from different
range planes is what causes the
intensity of the speckle pattern to
fluctuate as we scan the laser fre­
quency. The larger the range ex­
tent, the more rapid is the varia­
tion with laser frequency.

In Figure A we use the red and
blue sinusoids to illustrate how
the phase delay varies with laser
frequency (we have exaggerated
the wavelength scale for the pur­
pose ofvisualization). For the red
wave, there are 5 complete wave­
length cycles within the range ex­
tent of the cone. As the laser fre­
quency increases, the wavelength
decreases, until eventually there
are 5.5 wavelength cycles within
the range extent, as illustrated by
the blue curve. Thus the red and
blue sinusoids are out ofphase by
1800 at the z = L plane. An addi­
tional half-cycle of phase delay is
introduced on the return trip so
that the two waves are back in
phase at the z = 0 plane. If no
other scattering contributions ex­
isted, then the speckle intensity

would have gone through a com­
plete cycle for the frequency off­
set between the red and blue
waves. Because there are scatter­
ing cells located at other range
planes, the speckle intensity does
not return to its original value.
Even though the contributions
from the end segments are back
in phase, the contributions from
the middle of the cone are now
1800 Out of phase. Thus the new
speckle pattern for the cone (cor­
responding to the blue wave) is
different in appearance from the
initial pattern (corresponding to

the red wave).
To find an expression for the

decorrelation frequency t1vD' we
use Equation A to calculate the
phase delay I/J corresponding to

the propagation distance 2L at
two separate frequencies v and
v + t1v, and then we subtract to

find the phase-delay difference
t11/J resulting from the frequency
offset t1v:

2L
t11/J = - 2n - t1v .

c

We then choose a value for the
phase-delay difference t11/J that is
sufficiently large to cause the two
speckle patterns to differ appre­
ciably. We have already shown that
t11/J = 2n is sufficiently large. The
resulting expression for the decor­
relation frequency is

c
t1vD =-. (B)

2L
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/).z = ..!.- , (D)
2B

range extent of 10 cm would re­
quire a laser-frequency step size
of750 MHz or less.

We next consider how the to­

tal scan bandwidth B affects the
range resolution of the measure­
ment. Recall that a scan length
equal to the decorrelation fre­
quency /).vD induces one complete
cycle ofphase delay between con­
tributions from the two ends of
the scattering object. Each time
we increase the length of the fre­
quency scan by one frequency­
decorrelation unit /).vD' we induce
an additional cycle ofphase delay
within the range extent. Conse­
quently, if we scan the laser fre­
quency by N times the decorrela­
tion frequency /).vD' we divide the
range extent into N segmentS. The
length of these individual seg­
mentS corresponds to the range
resolution /).zof the measurement.

We can obtain an expression
for /).z in terms of the scan band­
width B by manipulating Equa­
tion B. If we multiply both sides
of Equation B by N, then the left
side is equal to the total scan band­
width B. The right side contains
the expression L /N, which is
equal to the range resolution /).z.

By solving for the range resolu­
tion, we obtain

which is identical to the result
given in Equation 45. As an ex­
ample of Equation D, we must
scan the laser over a bandwidth
of 150 GHz to obtain a range
resolution of 1 rom.For example, an object with a

tering cells. Therefore, the cutoff
frequency (which bandlimits the
speckle-intensity sequence) is de­
termined by the range extent L of
the object.

The decorrelation frequency
/).vD in Equation B was defined
to correspond to the period asso­
ciated with the highest-frequency
oscillation in the intensity-versus­
laser-frequency curve. By the y­
quist sampling theorem, we must
sample the speckle-intensity se­
quence at least twice during each
of these highest-frequency oscil­
lations. This fact leads us to the
important conclusion that the la­
ser-frequency step size between
samples in the wavelength-decor­
relation technique must obey the
expressIOn

-1'------1r\------,f+--I-+~H-t-t-t_+_+__+_I__++_-'II_-_H. z

FIGURE A. Effect of changing the laser frequency on the phase delay.

As an illustration of Equation B,
the decorrelation frequency for
an object with a range extent of
10 em is 1.5 GHz. This result
agrees well with the speckle­
intensity measurementS in Figure
30 for a 10-cm-Iong cone and a
10-cm-Iong triconic.

The next observation that we
make about the wavelength de­
pendence of speckle is that the
fluctuating speckle intensity is
bandlimited. In other words, the
Fourier transform of the intensity
sequence has a cutoff frequency,
above which it is zero-valued. Cor­
respondingly, the intensity se­
quence produced by scanning the
laser has a highest frequency of
oscillation, and the speckle inten­
sity cannot change any faster than
this highest-frequency compo­
nent. We know that large oscilla­
tion frequencies correspond to
large range offsets between scat-
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(37)

the jth scattering cell is found by substituting its cross
section, obtained from Equation 8, into Equation 5
and rearranging terms to yield

N N N N

G£(f) = ~IIII~(EJ(Ek)(EI)(Em)
j=l k=1 1=1 m=1

x (exp(i(<pj - <Pk - <PI + <Pm)])

The irradiance E(t) at the receiver is the magnitude­
squared of V(t) in Equation 34.

To perform the statistical analysis, we must expand
the magnitude-squared in the computation of E(t)
into a double summation. This is done by using two
different summation indices, say j for writing V(t)
and k for writing its complex conjugate, and then
multiplying to yield

N N

E(t) =w(t -to)II~(Ej;(Ek)
j=1 k=1

X exp{i(<PT (t -to - t) -<PT (t - to - tk) +<Pj - <Pkn·
(35)

The significance of a linear scan becomes apparent
when Equation 33 for <p~t) is substituted into Equa­
tion 35; the quadratic terms cancel, which leaves a
linear dependence of phase on time t:

These linear phase factors correspond to frequency
offsets in the Fourier-transform domain. The size of
these offsets is proportional to the axial propagation

time tk - 1' and hence also proportional to the range
offset hk - hj between scattering cells. Thus the
intensity signal carries information about range. We
shall see that the other phase terms in Equation 36,
which do not depend on time, are unimportant and
cancel out later in the analysis.

Applying Equation 31, we proceed with the evalu­
ation of the spectral density by taking the Fourier
transform of Equation 35, squaring its magnitude,
applying the expected-value operator, and dividing by
the effective scan duration. This yields

(38)

where the notationfj = ytj has been used for compact­
ness. Note that frequency offsets are related to range
offsets through fj = 2yhj / c. Again, the magnitude­
squared has been expanded in Equation 37 by dou­
bling the number of summations, this time to four.
The reason for expanding the summation is to write
the spectral density as a linear combination of the

function exp[i(<pj - <Pk - <PI + <Pm)] so that the ex­
pected-value brackets can be moved inside the sum­
mation to act on this function alone.

Next we apply known statistical properties of the
random process <Pj to evaluate the new expected value,
in the hope of simplifying Equation 37. We have
made two assumptions about <P/ (1) it is uncorrelated
from cell to cell, and (2) it is uniformly distributed
over 210 radians. These assumptions completely specify
<Pj and make it possible to write the expected value in
terms of Kronecker delta functions as

By definition, a Kronecker delta function is unity
when its subscripts are equal, and zero otherwise. We
now show how Equation 38 can be derived by apply­
ing the two assumptions listed above. By the first
assumption, the characteristic function can be ex­
pressed as the product of the expected values of the
individual factors, as long as the indices are all un­
equal. But by the second assumption

(exp(i<p);=O, (39)

and the product of the expected values is zero. The
only way for the expected value in Equation 38 to be

(36)

<PT (t - to - t) - <PT (t - to - tk) =

2n(tk - t) [vo + y(t - to)]

2 2
+ ny(tj - tk ).
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object. Note that, because the strength of the indi­
vidual components (EJfalls off as 11Nas the object
is divided into smaller surface patches, the magnitude
of the individual terms in the series goes as 1/N 2

.

Because the series contains N terms, the magnitude of
the summation is inversely proportional to N Thus

and we can drop this term because we are considering
objects that have many uncorrelated scattering cells.
The third summation can be made to resemble Equa­
tion 10 for the range-resolved laser radar cross section
if it is converted to an integral by taking the limit of
large N The result is

nonzero is if the phases add to zero, in which case the
expected value is unity. For the phases to add to zero
for every realization of the random process, the indi­
ces for positive and negative phases must be equal in
pairs. Equation 38 covers all the possibilities.

Applying Equation 38 to Equation 37 allows the
quadruple summation to be reduced to

GE(j) ~ Iw~I' [(~ (Ei ))' - ~ (EJ]

+±±(EJ(E,) Iw(f + ; - I,ll'
J=! k=!

(40)

The double integral can be further reduced by observ­
ing that

Iw(j + I j - ik)1
2

= Iw(f)12
*8(1 + Ij - Ik)

= Iw(f)12 * [8(1 - 1)*8(1 - Ik)] ,
~~U(z)
4nR

2
2y z=~f

2y

(42)

This quantity can be interpreted as the range-resolu­
tion impulse response of the system. In the limit as
the scan bandwidth B = yT approaches infinity, this
impulse response also reduces to a 8-function; i.e.,
~(z) = 8(z). Again, the factor of 2y/c in Equation·
43 accounts for converting the 8-function from a
function of frequency to a function of range.

The factor involving the speed of light c and the scan
rate y arises from converting the 8-function from a
function of frequency I to a function of range z.

The remaining quantity to be interpreted in Equa­
tion 40 is the Fourier-transform magnitude-squared
of the window function, divided by the effective scan
duration T. In the limit of large T, this function
becomes a 8-function of frequency, and the convolu­
tion does not blur the signature. We define a related
quantity that is a function of range z; namely,

(41)

where the asterisk denotes convolution and the five­
pointed star denotes cross correlation. (The cross cor­
relation is defined by using two different variables in
Equation 4, instead of the one variable v.) Equation
41 allows the double summation to be written as an
autocorrelation of two single summations, convolved
with the Fourier-transform magnitude-squared of the
window function.

The next step is to interpret the meaning of the
resulting three types of single summations. The first
summation in Equation 40 is the easiest to interpret.
The sum of the ensemble-averaged contributions to

the irradiance is simply the total irradiance, which
can be expressed in terms of the object's cross section
(J through Equation 5, yielding

The magnitude of the second summation depends on
the number of surface cells N used in modeling the

w (z) = 2y Iw(f)12
z c T

f=2 y z
c

(43)
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With the above observations, Equation 40 can be
rewritten in the form

tion ~z to be the value of z where the sinc function
has its first null, i.e., x = 1, then

where sinc(x) = sin(7rx)/(7rx). Ifwe define the resolu-

We do not need to take the complex conjugate of the
first U(z) in the definition of Ru(z) , as in the general
definition of an autocorrelation function given in
Equation 4, because U(z) is always real. In Equation
44, the spectral density of the fluctuating speckle
irradiance consists of two terms: (1) a dc-like compo­
nent that is proportional to the square of the object's
total cross section (5, and (2) a term that is propor­
tional to the convolution of the system impulse func­
tion ~(z) with the autocorrelation function Rdz)
of the object's range-resolved laser radar cross section
U(z). Both components are multiplied by a factor
that accounts for the received signal strength.

As the length of the scan increases, the system
impulse function becomes more localized. This local­
ization causes the dc component in Equation 44 to be
more localized and improves the resolution to which
the autocorrelation function Rdz) can be determined.
Because the system impulse response reduces to a
8-function in the large-bandwidth limit, the convolu­
tion can be dropped in this limit. In general, however,
the width of the impulse response determines the
range resolution. As an illustration of Equation 43,
we assume that the window function turns on and off
abruptly. Then T is simply the time that it takes to
complete the scan, and B is simply the total frequency
scanned by the laser. The range-resolution impulse
response evaluates to

2B. 2(2B )
~(z) = -;smc -; z ,

£'(f) = £([) - (£(f)).

We can show that the spectral density of the zero­
mean signal takes the form

(46)

(45)
c

~z=-.

2B

E'(t) = E(t) - (E(t)).

( )

2
Eo c .

GE,(f)lt_2r = --2 -~(z):;<Ru(z). (47)----;z 47rR 2y

The Fourier transform of this signal also has zero
mean and can be written in an analogous manner as

As expected, the range resolution improves as the scan
bandwidth increases. (See the box entitled "Wave­
length Decorrelation of Speckle" for a heuristic deri­
vation of Equation 45.)

What makes the wavelength-decorrelation tech­
nique so powerful is that the high effective bandwidth
of a tunable laser can be utilized to obtain range
resolutions that far surpass conventional methods.
For example, a range resolution of 1 mm can be
achieved by scanning the laser over a bandwidth of
150 GHz. This bandwidth is a small frequency excur­
sion for a tunable laser, and submillimeter range reso­
lutions can readily be obtained. We use Equation 45
to define range resolution for arbitrary window shapes.
In doing so we use the effective bandwidth B corre­
sponding to the effective scan duration T defined in
Equation 32.

The dc component in Equation 44 is associated
with the fact that an intensity can never be negative.
If the signal were ac coupled, or if the data were pre­
processed by subtracting the mean, then this compo­
nent would be eliminated. Let us denote the zero­
mean signal by a prime; i.e.,

As we can see from either Equation 44 or Equation
47, the spectral density of the speckle irradiance pro­
vides a way to measure the autocorrelation function
Ru(z) of an object's range-resolved laser radar cross

(44)

Ru(z) = fU(z') U(Z + z') dz' .

GNJI!"';. ~ c:;, )'
X ;y [Wz(z) (52 + ~(z) * Ru(z)] ,

where the autocorrelation function is given by
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Rvs(t) = (v:* (t') v: (t + t') ) ,

Two types of second-order moments must be con­
sidered. One is the usual statistical autocorrelation
function, defined as

and the other does not include the complex conjuga­
tion. These two second-order moments behave quite
differently. In particular, the second type vanishes,
regardless of the arguments; i.e.,

(50)

(49)

(51)

(V:(t)) = o.

(v: (t') V:(t + t')) = o.

the statistical properties of ~(t) that are to be dupli­
cated. Because the complex amplitude is a superposi­
tion ofmany independent contributions, and because
none of these contributions dominates, the central
limit theorem applies, and the real and imaginary
parts of V:(t) are normally distributed. A unique prop­
erty of a normal, or Gaussian, random process is that
it is completely determined by its first-order and sec­
ond-order moments. The first-order moment is sim­
ply the mean, which by Equation 39 is

Equation 50 indicates that ~(t) is circular. Circular­
ity means that the real and imaginary parts of the
random process are uncorrelated and have equal vari­
ance [33-36]. Consequently, contours of constant
probability are concentric circles centered on the ori­
gin of the complex plane. (A nonzero-mean random
process can also be circular, but the contours of equal
probability are centered around its mean.) In the
theory of speckle, the assumptions we have made
about <Pj lead to what is known as Gaussian speckle
[33, 34], or more precisely, to a complex amplitude of
the optical field that is represented by a zero-mean,
complex circular Gaussian random process.

Equation 50 follows directly from a similar prop­
erty for the random process <Pj; namely,

As in Equation 38, the expected value in Equation 51
vanishes when the indices are unequal, but here it also
vanishes when the indices are equal because the two
phases are not subtracted and do not cancel. If the

N

V:(t) = lim L~(EJ!
N~oo

j=l

X exp{i[<PT (t - to - t) - <PT (t - to) + <Pj ]}

section to a resolution determined by the scan band­
width. Note the strong similarity with imaging
correlography, in which the two-dimensional spectral
density of the speckle intensity pattern provides a
measurement of the two-dimensional autocorrelation
function of the object's brightness distribution func­
tion, and the resolution is determined by the total size
of the detector array.

V(t) = ~w(t - to) exp{i[<PT(t - to)]}V:(t). (48)

Random-Process Representation

In the above calculation of the spectral density of the
fluctuating speckle signal, the complex amplitude V(t)
is represented by Equation 34, which is derived by
using a discrete scattering-cell model. In the associ­
ated analysis we converted from summations to inte­
grals by allowing the number of cells N to approach
infinity. An alternative approach is introduced here
that streamlines further analysis of statistical proper­
ties associated with the wavelength dependence of
speckle. In this approach we construct a representa­
tion of the random process V(t) in which the limiting
operation has already been performed. Thus the new
representation of V(t) is based on an underlying ran­
dom process that is continuous, not discrete, as is <Pi"

In constructing this new representation, we first
define an auxiliary complex amplitude ~(t) that is
similar to V(t) but stationary. Stationarity means that
statistical moments, such as the average and the
autocorrelation function, are independent of offsets
in time. Because the nonstationarity in V(t) arises
from the time dependence of the transmitted signal,
it can be removed by dividing Equation 34 by the
time variation associated with V T(t - to). Thus

and

Our objective is to construct a new representation
for ~(t) that does not require the limiting procedure.
To construct this representation, we must first know
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phases were subtracted, then the expected value would
be unity when the indices were equal. Therefore, this
expected value can be expressed as a Kronecker delta
function; i.e.,

(52)

OOf ~ (55)
X \jU(z)g(z)exp(-i21rlzz)dzlfz=2Yt'

c

We use Equation 52 to evaluate the autocorrelation
function Rv (t), yielding

J

where g(z) is a stationary complex Gaussian random
process that is zero mean,

where the Fourier transform

2y
Iz =-t,

c

(;(Iz) = fU(z) exp(-i21r Izz) dz

Rv (t) = Eo 2 {;(1z)1 ' (54)
J 41rR fz= 2y t

c

(57)

(58)

(56)

(g(z') g(z + z')) = 0 ,

(g*(z') g(z + z')) = 8(z) .

(g(z)) = 0,

and 8-correlated,

circular,

By using Equations 56, 57, and 58, we can verify that
Equation 55 satisfies Equations 49, 50, and 54, re­
spectively. We also know that the new representation
is Gaussian because a linear combination of Gaussian
random processes remains Gaussian.

We now provide an interpretation of the various
components in Equation 55. The integration repre­
sents a summation over the contributions to V;(t)
from different range planes. The strength of the con­
tribution to the complex amplitude V;(t) from a given
plane is proportional to the square root of the laser
radar cross section associated with that plane. Hence,
there is a square root of U(z) in Equation 55. The
factor g(z) converts the contribution from the plane
located at range z into a complex Gaussian random
process to account for the fact that the speckle from
the individual range planes is Gaussian. The complex
exponential introduces time-varying fluctuations in
the relative phase delay between range planes. These
fluctuations are induced by changing the laser fre­
quency, as explained in the box entitled "Wavelength
Decorrelation of Speckle." In effect, scanning the
laser frequency linearly in time results in a Fourier
transformation of the quantity ~U(z)g(z). We see
that Foutier transforms playa fundamental role in the
wavelength dependence of speckle, as well as in its
spatial depencence.

Equation 55 is convenient for statistical calcula­
tions. It can be manipulated, either analytically or by

(53)

N

Rv (t) = lim ~ (EJ exp(-i21rfj t).
J N~oo

j=l

The next step is to express Equation 53 in terms of
the range-resolved laser radar cross section U(z). This
can be accomplished by noticing that the left side of
Equation 42 is the Fourier transform of the right side
of Equation 53, to within a sign flip in the frequency
argument. Thus the autocorrelation function Rv (t)

J

can be written as

the fluctuating speckle intensity can be represented
either as a function of spatial frequency or as a func­
tion of time.

The random process V;(t) has now been com­
pletely characterized. In summary, it is a stationary
complex Gaussian random process that is zero mean
(Equation 49) and circular (Equation 50), and whose
autocorrelation function is proportional to {;(Iz)
(Equation 54). Our new representation of V;(t) is
obtained by requiring that all of these specifications
hold. This representation is

is a function of spatial frequency. Because time and
spatial frequency are related by a proportionality con­
stant through
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"
(59)

where n denotes a summation over the M! possible
permutations (p, q, ... , r) of (1,2, ... , M). Equation
59 reduces to Equation 58 for M = 1 and to

(g*(Zl) g*(zz)'" g*(zM) g(zM+l)'" g(ZZM)) =

L 8 (Zl - zM+p)8(zz - ZM+q)'" 8(zM - zM+r)'

squared of V(t); to obtain the phase of V(t) we must
use coherent detection.

Heterodyne detection is the most common form
of coherent detection. In heterodyne detection the
return signal is mixed with a monochromatic refer­
ence beam that is shifted in frequency. The resulting
irradiance has four terms: (1) the irradiance of the
return signal, (2) the irradiance of the reference beam,
(3) a cross term produced by multiplying the complex
amplitude of the return signal with the complex con­
jugate of the complex amplitude ofthe reference beam,
and (4) a cross term that is the complex conjugate of
the third term. The Fourier components of the first
two terms are centered around the dc and have a
small spread in frequency. Because the reference beam
is shifted in frequency, the Fourier transforms associ­
ated with the two cross terms are also shifted in
frequency. This frequency shift is in opposite direc­
tions for the two terms. If the frequency shift is large
enough, the two cross terms are separated from each
other and from the first two terms. Then a high-pass
filter can be used to select one of these two cross
terms. The cross terms carry the desired information,
because they are equivalent to the return signal, ex­
cept for having a much lower carrier frequency that
can be handled electronically.

The first inclination might be to implement wave­
length decorrelation by using heterodyne detection
because it would eliminate the high-frequency phase
fluctuations that occur at the carrier frequency. Het­
erodyne detection, however, is actually a poor choice.
We explain this by referring to Equation 47 for direct
detection. In that equation the desired quantity Ru(z)

is convolved with an impulse response function that
is essentially a spectral density of the window func­
tion. As we show below, a similar convolution arises
in the analysis ofcoherent detection. In either case, to
obtain a high range resolution, the impulse response
should be as narrow as possible, and hence the spec­
tral density of the corresponding window function
should contain only low-frequency components.

In direct detection, the phase fluctuations CPT (t)
associated with the transmitted signal are not mea­
sured. Hence the window function is smooth, with
little high-frequency content. In heterodyne detec­
tion, however, the phase fluctuations introduce high-

(60)

(g*(Zl) g*(zz) g(z3) g(Z4)) =

8(zl - z3) 8(zz - z4)

+ 8(zl - z4) 8(zz - z3)

computer simulation, to study input-output relations
associated with a given signal processing algorithm or
to study higher-order statistics such as the bispectrum,
without first going through the discrete scattering­
cell argument. To carry out this type of analysis, we
must know the corresponding moments of the ran­
dom process g(z). These moments can be evaluated
by applying the complex Gaussian moment theorem
[37] to a 8-correlated, zero-mean random process. All
odd-order moments of g(z) vanish, as do all even­
order moments that do not have an equal number of
conjugated and nonconjugated variables. The remain­
ing moments obey the general rule

Coherent Detection

By Equation 44, spectral analysis of the fluctuating
speckle irradiance E(t) = IV(t)l

z
provides the auto­

correlation function Ru(z) of the object's range-re­
solved laser radar cross section U(z). But Equation
55 for the random-process representation of V:(t) is
written in terms of U(z). This leads us to the hypoth­
esis that U(z) is recoverable through appropriate analy­
sis of the complex-valued return signal V(t). How­
ever, optical frequencies are so high (300 THz for a
wavelength of 1 pm) that the rapid phase fluctuations
associated with V(t) cannot be measured directly.
Optical detectors generally measure the magnitude-

for M = 2. Equation 60 is analogous to Equation 38
and is used in deriving Equation 44 when using the
continuous random process g(z) instead of the dis­

crete random process CPt
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frequency oscillations, with the maximum frequency
equal to the chirp rate y multiplied by the scan dura­
tion T. To see what this frequency yTcorresponds to
in range, we multiply it by the scaling factor cI(2y),
which yields an impulse response with a total width
of approximately Tc /2. Except for extremely shorr
scan durations, the range resolution is large compared
to the object's total range extent! Thus a monochro­
matic reference beam is useless for measuring the
range-resolved laser radar cross section.

From the above discussion, we see that the rapid
phase variations must be eliminated to obtain the
optimal range resolution. The way to eliminate these
variations is to multiply the complex phase exponen­
tial in Equation 48 by its complex conjugate
exp[-i4JT (t - to)]' This multiplication corresponds
to mixing the return signal Vet) with a reference
beam that is a copy of the transmitted signal delayed
by the round-trip transit time to' (We set the window
function wet) for the reference signal to unity.) Actu­
ally, we still need a constant frequency shift in the
reference beam to separate the desired cross-correla­
tion term from the other three terms in the expression
for the resulting irradiance. This frequency shift can
be incorporated mathematically by assuming that the
range plane from which to is measured lies outside the
object by a certain minimum distance. As illustrated
in the box entitled "Range-Reference Planes," this
minimum distance is equal to the range extent of the
illuminated portion of the object. The coherent-de­
tection approach just described also corresponds to
matched filtering and stretched processing [38].

We are now in a position to write the random­
process representation for the coherently detected sig­
nal. Because we are dealing with complex amplitudes
rather than intensities, we change the notation for the
window function to the quantity aCt) = ~w(t) . Then
the coherently detected signal can be written as

where the effective scan duration is

(62)

2rf=--z
c

I Eo c .'Gv (f) 2r =--- 4,(z) .~ U(z) ,
c f=--z 47!R2 2y

c

where

By using the random-process representation given in
Equation 61 and by applying the fact that the under­
lying random process g(z) is 8-correlated (Equation
58), we can write the spectral density in the form

The spectral density for the coherently detected
signal is

is the range-resolution impulse response of the sys­
tem. As before, the impulse response reduces to a
8-function in the large scan bandwidth limit, and the
convolution with the impulse response can be dropped
in Equation 62 in this limit. Thus the spectral density
of the coherently detected signal provides a measure­
ment of the object's range-resolved laser radar cross
section U(z), not just the autocorrelation function
Ru(z). We can also arrive at this conclusion for co­
herent detection by beginning with the result given in
Equation 44 for direct detection and incorporating
the reference signal by including a 8-function to rep­
resent the range-resolved laser radar cross section of
the reference signal. We describe how this is done in
the box entitled "Range-Reference Planes."

Note that Equation 62 contains a sign flip between
the frequency f and the range z for coherent detec­
tion, but there is no sign flip in Equation 47 for direct
detection. Actually, Equation 47 could have been writ­
ten with the sign flip, because the spectral density is
an even function for direct detection. Thus the rela-

(61)

v;. (t) = Vet) exp[i4JT (t - to)]

= ~ Eo aCt - t )
47!R2 a

x f~U(z)g(z) exp(-i27! Izz) dzlfz=2r t'

c
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then (;(Iz) would be completely determined, and
U(z) could be found through inverse Fourier trans­
formation. Therefore, methods that yield U(z) must
provide the Fourier phase information. We would be

BispectralAnalysis

In considering how the direct-detection wavelength­
decorrelation technique could be extended to the mea­
surement of U(z), we note by the autocorrelation
theorem that Ru(z) contains the same information
as the magnitude of the Fourier transform of U(z). If
we also knew the phase ¢(Iz), which is defined such
that

actually covers both situations. The sign flip in Equa­
tion 63 is associated with the fact that Equation 55
occurs with a negative sign in the complex exponen­
tial, but we need a positive sign to make the integral
look like an inverse Fourier transform ofa function of
frequency.

We have shown that the range resolution is poor if
the phase of the reference beam is inaccurate. The
longer the frequency scan, the harder it is to maintain
the required accuracy, and long scans are necessary for
high range resolutions. If the distance to the object is
relatively short, then we can produce the reference
beam by using a beam splitter and sending this beam
through an appropriate delay line before recombining
it with the return signal. (A variation of this tech­
nique that uses a range-reference plane located near
the object is explained in the box on range-reference
planes and demonstrated in the section describing
wavelengrh-decorrelation measurements.) The coher­
ent-detection approach may not be feasible, however,
for the large propagation distances associated with a
remote-sensing application. An additional complica­
tion is that the time delay varies if a target is moving
radially. Because of these difficulties, we have chosen
to investigate direct-detection-based methods for re­
covering U(z).

particularly interested if ¢(Iz) could be found by
processing the speckle intensity data. Then the hard­
ware complexities and other difficulties associated with
coherent detection could be traded off for more so­
phisticated signal processing.

There are two general approaches for obtaining
phase information from the intensity signal. The first
approach is to take the autocorrelation function Ru(z),
obtained from calculating the spectral density, and
attempt to recover the phase by applying well-known
iterative phase-retrieval algorithms [39,40]. In these
algorithms, known constraints are applied iteratively
in the spatial and Fourier-transform domains. The
constraints in the spatial domain are that U(z) is a
non-negative function with finite support, i.e., zero­
valued outside of its range extent. In the Fourier­
transform domain, the constraint is that the Fourier
magnitude is known. Iterative phase retrieval has been
applied to wavelengrh-decorrelation data in Refer­
ence 19 with good success, but in general the method
is not guaranteed to converge to the correct solution,
and it does not utilize all of the available information.
Because of these reasons we began to investigate other
methods for recovering ¢(Iz).

The second general approach is to analyze the origi­
nal data by using more sophisticated signal processing
techniques, in the hope that additional information
about the phase can be extracted from the intensity
signal. The basis for this optimism is that U(z) ap­
pears explicitly in Equation 55, and that information
about the Fourier phase ¢(Iz) may have been lost in
taking the magnitude-squared when we calculated
the spectral density defined by Equation 31. Now
that we have a statistical representation of the signal,
we can test any potential signal processing algorithm
to see if it yields more information about the Fourier
phase. The first inclination might be to modify Equa­
tion 31 by not taking the magnitude when squaring,
or to use different frequency arguments for the two
factors. But we can show that the spectral density is
the only second-order moment of £(f) that is non­
zero. The next logical choice is to calculate a third­
order moment.

The bispectral density is a third-order moment,
and it is the natural extension of the spectral density
to two dimensions [41-43]. (The application of

(63)
2y

f=--z
c

tion between frequency and range

•
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RA GE-REFERE CE PLA ES

I THE TECHNIQUE ofwavelength
decorrelation, the spectral densi­
ty of the fluctuating speckle-in­
tensity signal provides the auto­
correlation function RJ.z) of the
target's range-resolved laser radar
cross section U(z). By making a
simple alteration to the laborato­
ry apparatus, we can obtain U(z)
directly. This alteration involves
placing a range-reference plane ei­
ther in front of or behind the
target. We can explain the basis
for the range-reference-plane tech­
nique from the point of view of
either direct detection or coher­
ent detection.

~ Triconic target

~

~

~

Let us fust consider direct de­
tection. Assume that a range-ref­
erence ring is located behind the
target at position ~, as illustrated
at the top of Figure A. This refer­
ence ring produces a sharp spike,
or a o-function, in the black U(z)
curve shown in the center of Fig­
ure A. As usual, the spectral den­
sity of the directly detected signal
produces the autocorrelation
function of U(z), but U(z) now
contains the additional o-function
component. In calculating the
autocorrelation function for this
combination, we (1) choose a
range-offset value, say za' (2) rep-

, Range-reference ring

I
I

I

licate the original U(z) function
with a range offset equal to za' as
shown by the red curve, (3) mul­
tiply the original curve and the
shifted curve point by point to
obtain a product curve, and (4)
integrate to obtain the area under
this product curve. This proce­
dure yields the value of the auto­
correlation function of the target
reference-plane combination for

the particular range offset za' as
illustrated by the red point at the
bonom of Figure A. We repeat
this procedure for different val­
ues of range offset to fill Out the
autocorrelation-function curve.

•

Range-resolved cross section

Autocorrelation function

FIGURE A. Pictorial illustration of how a range-reference plane produces the range-resolved
laser radar cross section.
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For range offsets lying between
Za and ZQ, the S-function traces
through the U(z) curve for the
triconic and replicates its func­
tional form. Observe that the
range-reference plane must be sep­
arated from the target by a dis­
tance greater than the target's
range extent L, or the desired
U(z) curve will overlap with the
central autocorrelation curve
Ru(z). Because autocorrelation
functions of real quantities are
even functions, the replicated
U(z) curves on either side of the
origin are mirror images of each
other. If the reference plane is lo­
cated behind the target, as de­
picted in Figure A, then the U(z)
curve on the left side has the cor­
rect orientation; if the reference
plane is located in front of the
target, then we must choose the
curve on the right side.

From the coherent-detection
point ofview, the range-reference
ring produces a delayed copy of
the transmitted signal, which fol­
lows the same path through the
optical system as the signal from

the target. Because these two sig­
nals mix coherently at the receiv­
er, we can apply the coherent­
detection result given in Equation
62. In summary of this result, co­
herent detection yields the range­
resolved laser radar cross section
U(z) of the target, provided that
the reference beam is sufficiently
offset in frequency so that the de­
sired spectral components can be
separated from the undesired
specual components by high-pass
filtering.

Let us examine further the
meaning ofhaving a sufficient off­
set in frequency. Let to be the
time delay between contributions
corning from the origin of the
coordinate system (which is lo­
cated at the tip of the triconic)
and the reference plane (which is
located at ZQ). Because these
points are separated in range by a
distance ZQ, the time delay is
to = 2ZQI c. A frequency shift of
~Vo = rto is induced between the
twO contributions because the la­
ser frequency scans at the rate r
during this time delay. This fre-

quency shift corresponds to the
frequency shift normally associ­
ated with heterodyne detection.
(Our situation differs from what
is normally considered to be het­
erodyne detection because the fre­
quency of the laser, and hence of
the reference beam, changes with
time. The frequency shift remains
constant, however.) As with het­
erodyne detection, the frequency
shift must be large enough to sep­
arate the desired Fourier compo­
nents (produced by mixing the
reference signal with the target
signal) from the undesired Fouri­
er components associated with the
return signal from the target
alone. The desired Fourier com­
ponents correspond to U(z) and
its mirror image at the bottom of
Figure A, and the undesired Fou­
rier componentS correspond to the
central autocorrelation region.
The minimum frequency offset
corresponds to a range-reference­
plane offset ZQ that is separated
from the target by a distance at
least as large as the target's range
extent L.

bispectral signal processing to wavelength-decor­
relation data is described in detail in Reference 19.
The results from this work are summarized here.) As
with the spectral density, the final results are simpler
if central moments are calculated. Consequently, we
deal with the zero-mean speckle irradiance E'(t) de­
fined in Equation 46. The bispectral density of E' (t)
is defined as

(3) _ (E'(j{)E'(j{)E'*(j{ + 12);
GE' (j{, 12) - (3) , (65)

T

where the effective scan duration is

If the window function turns on and off abruptly,
then T(3) = T. But in general, T(3) ~ T, because the

window function is everywhere less than or equal to
unity in our interpretation.

Before evaluating Equation 65 by using the ran­
dom-process representation, we give some background
and some additional information that might provide
the motivation to consider bispectral analysis when
trying to recover the phase information. For a deter-
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ministic function, we define the bispectrum without
dividing by a normalization factor. Additionally, the
ensemble-average brackets are unnecessary. Thus the
bispectrum of the window function w(t) is

Equation 66 is a general definition that also applies to
complex-valued functions. Note that evaluation of
the bispectrum along either the Ii axis or the.h. axis
yields a result proportional to the spectrum Iw(!)IZ

•

We can show that Equation 66 forms a two-dimen­
sional Fourier-transform pair with the triple-correla­
tion function of w(t), which is defined as

fw*(t') w(t1 + t') w(tz + t') dt' . (67)

and the real and imaginary parts of the bispectrum
are point-symmetric and anti-point-symmetric around
the origin, respectively.

A motivating factor for considering bispectral analy­
sis is that the Fourier phase of a function can be
reconstructed, to within a linear phase factor, from
knowledge of the phase of its bispectrum. Conse­
quently, if there were some way of processing the
speckle-intensity data that provided the bispectrum
of U(z), then we could recover the phase ¢(Iz) to
within a linear phase factor and reconstruct U(z) to
within an arbitrary range offset.

Let us take a closer look at the relation between
U(z) and its bispectrum. If the bispectrum is written
in the form

eg) (hi' h
2

) =

leg) (hi' h 2 )1 exp[il/l(h l 'h 2 )]'

and its phase to the Fourier phase of U(z) through

then Equation 64 can be substituted into the defini­
tion of the bispectrum to relate its magnitude to the
Fourier magnitude of U(z) through

Equation 69 is a key result because it provides the
basis for recovering the Fourier phase (which will be
described below). We note that because U(z) is a real
function, the magnitude is symmetric around the
origin and the phase is antisymmetric around the
ongill.

Let us now investigate the possibility of obtaining
the bispectrum of U(z) from the intensity data. First,
recall that the spectral density of the zero-mean speckle
intensity E'(t) provided the autocorrelation function
of U(z). Because the bispectral density is an extension
of the spectral density to two dimensions, we expect
that the bispectral density of E' (t) will provide us

We see that the effective scan duration T(3) equals the
value that the triple correlation of the window func­
tion takes at its origin. There is a natural extension of
Equations 66 and 67 to higher dimensions. In ex­
tending Equation 66, the Fourier transform is re­
peated for each new argument, the last component is
complex conjugated, and its argument is the sum of
the frequency arguments of the other components.
Equation 67 is extended to higher dimensions by
repeating the window function, with corresponding
time offsets in the argument.

The triple correlation and the bispectrum are plot­
ted in Figure 21 for the range-resolved laser radar
cross section of a triconic. Note that the major axis of
the triple correlation points in a direction 45° above
the horizontal axis, but that the major axis of the
bispectrum is rotated by 90°. This result is expected
for a two-dimensional Fourier-transform pair. Also
note that if a function has finite support, then its
triple correlation also has finite support, being con­
fined to a hexagonal region as illustrated in Figure
21(a). Additionally, if the function is non-negative,
then its triple correlation function is also non-nega­
tive. Some other properties, which are related to the
real-valuedness of U(z), are evident in Figure 21;
namely, the triple-correlation function is real-valued,
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) - ¢(h
l

+ h
2

)·

(68)

(69)
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(a)

FIGURE 21. The (a) triple-correlation function of the
range-resolved laser radar cross section U(z) for a triconic
and the (b) real and (c) imaginary parts of the bispectrum
of U(z).

with something related to the triple-correlation func­
tion R8) (zl' Z2) of the range-resolved laser radar cross
section. If we had R8) (zl' z2)' then the bispectrum
G8) (hI' h z ) could be obtained through two-di­
mensional Fourier transformation. These observations
serve as motivation for using the random-process rep­
resentation to calculate the bispectral density of E'(t).
After lengthy algebra, we obtain the following result:

G(31 ( 1', 1') = (~J3(~)2
E Jl 12 47tR2 2y

x w:(3) (zl' z2) * [R8) (z" -z2) + R8) (-zl' Z2)] ,

(70)

(b)

• •

(c)

•
•

where

(71)

is the bispectral range-resolution impulse-response
function. Again, frequency and range are related by
Equation 63. The normalization factor in Equation
71 has been chosen such that the integrated area

under the w:(3) (zl' z2) curve is unity, independent of
the choice of the window function. As the effective
scan length T(3) increases, the impulse-response func­

tion becomes more and more localized and reduces
to 8(z,) 8(z2) in the large-bandwidth limit. Thus the
convolution with w:(3) (z" z2) can be dropped from
Equation 70 in this limit.

Equation 70 is an interesting result that requires
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further explanation. As expected, it does involve the
triple-correlation function REl (zl' z2)' but in an un­
usual form. First, note that there is a sign flip on one
of the twO arguments in each of the two triple-corre­
lation functions. This sign flip might have been ex­
pected because the major axes of a bispectrum and a
triple-correlation point in perpendicular directions
(as illustrated in Figure 21) and the two types of
functions are being equated. Also, note that the argu­
ment list for the second triple correlation is the nega­
tive of the argument list for the first triple correlation.
Thus these two functions are rotated by 1800 around
the origin with respect to each other. Consequently,
their sum is point-symmetric around the origin. This
result might also have been expected because the real
part of the bispectrum of a real function is point­
symmetric around the origin.

The next step is to take the two-dimensional Fou­
rier transform of the right-hand side of Equation 70
to see what information can be obtained about the
bispectrum of U(z). The Fourier transform of the
point-symmetric triple-correlation function is equal
to twice the real part of the bispectrum. By applying
the convolution theorem we obtain

X exp[-i2n(fz:1zl + h 2z2) ] dZI dZ2

= ~(3l (hi' h
2

) 2 Re[eEl (hi' - h
2

) ] •

(72)

In the large-bandwidth limit, ~(3l (hi'h
2

) tends to

unity and can be dropped from Equation 72. In
summary, to this point we have shown that by calcu­
lating the bispectral density of the zero-mean inten­
sity signal E'(t) and then Fourier transforming, we
can measure the real part of the bispectrum of U(z).

To deduce information about the Fourier phase
¢l(h) from Equation 69 we must know the phase
lJf(h

l
'h

2
) of the bispectrum of U(z), but Equation

72 provides only the real part of the bispectrum.
Fortunately, we have more information at our dis­
posal. Because the Fourier magnitude of U(z) can be
determined by the original spectral-density method,
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it can be substituted into Equation 68 to determine
the magnitude of the bispectum of U(z). Once both
the magnitude and the real part of the bispectrum are
known, the imaginary part can be determined to

within a plus or minus sign ambiguity. Figure 22
illustrates the situation graphically in the complex
plane. In this figure, the circle represents the magni­
tude of the bispectrum for a given value of its argu­
ments and the vertical line represents its real part. The
two intersection points represent the two possible
solutions for the imaginary part. We see that the
imaginary part has been determined within a sign
ambiguity or, equivalently, that the absolute value of
the phase lJf(h

l
, h

2
) has been determined. The cor­

responding mathematical relation is

In general, the sign of the phase lJf(h
l
'h2 ) changes

as a function of the spatial-frequency coordinates.
Next, we investigate potential algorithms, based on

Equation 69, for recovering Fourier phase informa­
tion. In conventional applications of the bispectrum,
both the absolute value and the sign of the phase are
known. As background for our method, we consider
two algorithms developed for conventional applica-

Imaginary

A

FIGURE 22. Representation of the real and the imaginary
parts of the bispectrum in the complex plane. Knowledge
of both the magnitude and the real part of the bispectrum
determines the imaginary part to within a sign ambiguity.
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might be resolved by inspection of the functional
form of U(z) or by use of a low-resolution radar.

Recovering the sign of IfIm,n by using two-dimen­
sional phase retrieval is a computationally intensive
process. Consequently, we investigated the possibility
of recovering the Fourier phase directly from the ab­
solute value of the bispectrum phase. We found that
this phase determination can be accomplished by mak­
ing a slight modification to Equation 84. This modi­
fication is based on the following reasoning. If we
take the absolute value of each side of Equation 83,
then the resulting equation is still true. Thus we write

FIGURE 23. Reconstruction of the range-resolved laser
radar cross section of a 5-cm-long triconic after recovery
of the Fourier phase through minimization of (a) F1 and
(b) F2. A low-pass filtered version of part b is shown in
(c). The theoretical curves, represented by dashed lines,
are shifted for the sake of comparison.

(83)IfIm,n = cfJm + cfJn - cfJm+n ·

The first algorithm is recursive [44]. It uses Equation
83 to build up the values of cfJm+n for larger indices
m+n from knowledge of IfImn. It is based on the fact

that cfJm+ncan be expressed in terms of cfJo, cfJI' and IfIm,n'
By symmetry, cfJo = 0 but cfJ1 cannot be determined.
This lack of knowledge about cfJI introduces an un­
known linear phase factor in the reconstructed phase,
which corresponds to an arbitrary offset in the func­
tion being reconstructed. (This offset is inherent in
all bispectrum-based methods.) Besides being sensi­
tive to noise and to missing elements in the lfIm,n array,
the recursive algorithm cannot be implemented in
our situation because the sign of lfIm,n is unknown.

The second algorithm was proposed more recently
[45]. It performs least-squares minimization of the
difference, modulo 2n, between the right and left
sides ofEquation 83. The function to be minimized is

tions. In practice, the phase of the bispectrum is
sampled at discrete points (m, n) on a grid in spatial­
frequency space so that Equation 69 can be written in
the form

(84)

where bm, n is a weighting function, and the circum­
flexes denote quantities that are to be varied to mini­
mize Fl' To apply Equation 84 to our situation, we
would need to recover the sign of the bispectrum
phase. One approach for doing so might be to use
two-dimensional iterative phase retrieval. The con­
straints in the spatial domain are that the triple-corre­
lation function is non-negative and has finite sup­
port; in the Fourier domain the bispectrum is known
to within a sign ambiguity. There are two solutions to

the sign-retrieval problem that differ by a global sign
change. This ambiguity in the overall sign is a result
of not being able to determine the sign of the imagi­
nary part of the bispectrum. Thus this ambiguity is
inherent in our phase-retrieval problem. It corresponds
to an uncertainty as to whether the object is pointing
toward or away from the observer. The ambiguity

VOLUME 5. NUMBER 3, 1992 THE LINCOLN LABORATORY JOURNAL 409



• SHIRLEY ET AL.
Advanced Techniques for Target Discrimination Using Laser Speckle

Point-symmetric
Z1 triple correlation
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FIGURE 24. Block diagram for recovering the range-resolved laser radar cross section from bispectral signal processing
of the fluctuating speckle intensity. The Fourier magnitude is recovered in the left branch and the Fourier phase is
recovered in the right branch.

a new minimization function:

F2(1JI,~,b) =

L{mod 2n[11JIm,n I-I~m + ~n - ~m+n I] bm,nr
m,n

In Figure 23, we compare reconstructions of U(z) for
a triconic based on minimizing FI and F2 to deter­
mine ¢(Iz). Although both functions produce good
reconstructions, minimizing F2 tends to introduce
high-frequency oscillations at sharp discontinuities in
U(z). As illustrated in the figure, these oscillations
can be smoothed by filtering (with a slight loss in
resolution). Minimization of F2 greatly reduces the
compuration time because it allows the sign-retrieval

step to be bypassed. Therefore, in our algorithm we
have decided to minimize F2 instead of attempting to

recover the sign of the bispectrum phase by using
two-dimensional phase retrieval.

The algorithm used for reconstructing U(z) from
the intensity data is summarized by the block diagram
illustrated in Figure 24. This algorithm is demon­
strated on wavelength-decorrelation data in the next
section.

Wavelength-Decorrelation Measurements

Up to this point we have concentrated on the theo­
retical aspects of wavelength decorrelation. We now
investigate wavelength decorrelation from an experi­
mental point of view. We begin by describing the
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laboratory setup and then we reintroduce the funda­
mental concepts of wavelength decorrelation through
a series oflaboratory measurements. At the end of this

section, we point out some of the potential applica­
tions of the wavelength-decorrelation technique in
target discrimination.

Laser power meter

Small off-axis
parabolic mirror

Argon-ion laser

CCD camera

Titanium:sapphire laser
Beam

splitter

Aperture at Fourier

Large Offll-aiXliS;lil;;il~i~~i~tria~n~S~fo~r~m~P2IajnEe~~~;~~l
parabolic

mirror

Reference
plane

(a)

(b)

FIGURE 25. Laser Speckle Laboratory: (a) schematic of optical system; (b) photograph of
laboratory apparatus.
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Laboratory Layout

Figure 25 shows a schematic diagram and a photo­
graph of the optical setup. Because our objective was
to prove the wavelength-scanning concept, we used
off-the-shelf equipment whenever possible. The com­
mercially available tunable laser that best fit our needs
was a Coherent, Inc., 899-29 Ti:sapphire ring laser
(shown in Figure 26). It is pumped by a Coherent,
Inc., Innova 200 argon-ion laser. The Ti:sapphire is
an actively stabilized single-frequency ring laser that
can produce a coherence length greater than 100 m.
This coherence length is more than adequate for this
type of measurement because it is large compared to
the range extent of targets of interest. Because the
wavelength-decorrelation technique can be imple­
mented by using direct detection of the speckle inten­
sity, the total propagation distance to and from the
target can be much greater than the coherence length
of the laser, which makes this technique attractive for
remote-sensing applications.

The Ti:sapphire laser can scan continuously in fre­
quency over a range of approximately 30 GHz, which
implies a range resolution of 5 mm. It also operates in
a computer-controlled frequency-stepping mode that
uses an internal wavemeter for feedback. In this mode,

FIGURE 26. Coherent, Inc., Model 899 tunable Ti:sapphire
ring laser. This laser is a continuously tunable, solid
state source operating at wavelengths between 0.69 /lm
and 1.1 /lm. Its maximum output power is 2.5 W cw, and
its actively stabilized single-frequency operation provides
for a coherence length greater than 100 m.
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it can be stepped over a much larger range of 10 THz,
to yield an extremely high range resolution of 15 J1ffi.

But the stepping mode is slow compared to the scan­
ning mode. We chose the stepping mode, however,
because we felt that demonstrating submillimeter range
resolutions in the initial measurements was more im­
portant than having high data-acquisition rates. In
the future the optical system will be customized to
combine high resolution with high speed.

After the beam exits the Ti:sapphire laser, it is
directed into the beam-expanding telescope. A small
fraction of the power is diverted into a power meter
before entering the telescope to account for any fluc­
tuations in the laser power during a scan. The tele­
scope simulates far-field illumination by flood-illumi­
nating the target with an expanded and collimated
laser beam. It consists of a pair of off-axis parabolic
mirrors that provide a beam-expansion ratio of 25x
and a maximum beam diameter of 22.5 em.

Once the beam has been expanded and collimated,
it strikes a target assembly, such as the one pictured in
Figure 27. A Newport Corp. PM500 computer-con­
trolled rotation stage is incorporated into the assem­
bly shown here for precise angular positioning of the
target. In the case shown, the target is a 2.5-cm-Iong
triconic coated with retroreflective paint, which is
used primarily to provide a strong return signal rela­
tive to the scatter from the supporting structure. A
vertical shaft attached to the base of the triconic

FIGURE 27. Target angular-positioning assembly utilizing
a Newport Corp. PM500 Motion Controller for precise
angular positioning.
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allows it to accommodate a large range of aspect
angles. Figure 28 shows several other bare target mod­
els. Except for the flat plate, these models are approxi­
mately 10 em in length.

The telescope also serves as the collector for the
receiver. Backscattered light from the target is col­
lected by the large off-axis parabolic mirror (as shown
in Figure 25 [aD and is reflected toward the pinhole
mirror located at the focal point of the telescope. The
purpose of the pinhole mirror is to direct the back­
scattered light into the detector leg of the telescope,
while at the same time passing the strong outgoing
beam through the pinhole without scattering stray
light into the detector. Thus the pinhole mirror serves
as a low-scatter, high-efficiency beam splitter for ob­
serving the speckle pattern in the neighborhood of
the monostatic observation direction. Although the
pinhole resembles an optical spatial filter, which is
typically used for improving the spatial quality of a
laser beam, spatial filtering is not intended here.

Because we are simulating a far-field configura­
tion, the speckle pattern must be observed at the
corresponding plane in the optical system. By Equa­
tion 1, the complex amplitude of the optical field in
the far field is essentially the two-dimensional Fourier
transform of the complex amplitude of the optical
field at a representative plane near the target, so the
appropriate place for observing the speckle intensity
is the focal plane, or Fourier plane, of the large para­
bolic mirror. Here parallel incoming rays converge to
localized points oflight, each having a position corre­
sponding to the direction of propagation of the rays.
Only rays that propagate parallel to the telescope axis
(which include the outgoing beam and exactly
retroreflected light) pass through the pinhole. Only
backscattered light traveling in directions near the
monostatic observation direction reaches the pinhole
mIrror.

The detector cannot be placed at the focal point
because it would block the outgoing beam. Therefore,
the pinhole mirror reflects the light away from the
telescope axis so that the speckle pattern can be im­
aged onto the detector array with lenses, as depicted
in Figure 25(a). Besides relaying the speckle pattern at
the focal plane to the detector plane, the lenses pro­
vide two other benefits. First, they provide for a mag-

FIGURE 28. A sample of uncoated target models used for
investigating speckle discrimination.

FIGURE 29. Photometries Ltd. 512 x 512 pixel CCD cam­
era Peltier-cooled to -400 C.

nification or demagnification M of the speckle pat­
tern for optimal utilization of the detector array. Sec­
ond, they make it possible to block out much of the
scattered light associated with overfilling the target
with the laser beam. This blocking of the scattered
light is possible because the two lenses are in a Fou­
rier-transform configuration. Consequently, an image
of the target is formed at the Fourier-transform plane
located between the two lenses, and light not associ­
ated with the target can be masked at this plane.

Figure 29 is a photograph of the CCD camera
assembly. A Photometries Ltd. scientific-grade CCD
camera was selected because of its low noise, high
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linearity, and high dynamic range. The CCD con­
tains 512 X 512 pixels that are 27 J1m X 27 J1m in size.
The speckle size d1.. on the CCD array is an impor­
tant consideration. It must be large compared to the
pixel size so that speckle-intensity variations can be
resolved. By replacing the distance R in the formula
for the speckle size d1.. with the focal length lof the
lens or mirror, we can apply this formula to the
situation when the far field is simulated with a lens or
a mirror. We must also include an additional factor of
M to account for the magnification of the speckle
pattern in the relay optics of the detector leg. There­
fore, the appropriate expression for the speckle size at
the detector plane is d1.. = AMI/D. In our optical
system, the focal length lof the primary mirror is

2 m, and the operating wavelength A of the laser is
approximately 0.75 J1m. For a transverse target size of
D = 5 cm and a magnification of M = 8, the average
speckle size d1.. at the detector plane is approximately
240 J1m. Thus the speckle lobes are well resolved, and
the total number of speckles on the CCD array is
greater than 1000 in this situation. Having a large
number of speckles to sample from is useful because
the wavelength signatures can be smoothed by aver­
aging over many pixels.

The disadvantage of the Photometries CCD cam­
era is that it requires over one second to read out the
entire array. This slow framing rate, along with the
slow frequency-stepping rate of the laser, causes a
typical 1024-point scan to take approximately one
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FIGURE 30. Speckle intensity versus laser frequency, These plots illustrate that the statistical properties of the
fluctuating speckle intensity are related to the size and the shape of the illuminated object. As the illuminated range
extent L increases, the decorrelation frequency c{(2L) decreases. The spectral makeup of the curves depends on the

shape of the object.
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hour to complete. Any motion of the speckle pattern,
arising from mechanical vibrations or air turbulence,
during this period will degrade the measurements.
For this reason, the entire optical assembly is mounted
on a vibration-isolated optical table, and the optical
assembly is enclosed within a turbulence shroud. Work
is under way to increase the data-acquisition rate,
which will greatly reduce the effects of turbulence and
vibrations. Currently, data acquisition is inefficient
because the 512 X 512 array is decimated to a 32 X 32
array to sample each speckle approximately once on
average. Little advantage is gained by processing the
information from every pixel (as long as the light level
is high) because uncorrelated estimates are necessary
for averaging.

Demonstration ofFundamental Concepts

The optical setup will now be used to demonstrate
the basic relations between the wavelength depen­
dence of speckle and the physical properties of the
object being illuminated. In presenting these rela­
tions, we take the point of view of a scientist who is
given access to the equipment described in the previ­
ous section, and who is investigating wavelength decor­
relation for the first time.

The natural procedure for investigating wavelength
decorrelation experimentally is to illuminate various
objects with the tunable laser, observe the effect of
varying the laser frequency on the speckle intensity,
and look for any differences in behavior that might be
linked to physical differences between the objects. We
assume that the magnification of the lens in the de­
tector leg is sufficient for producing a spatially well­
resolved speckle pattern on the CCD array. Figure 30
illustrates the frequency dependence of the speckle
intensity (at a single pixel in the CCD array) for three
different objects: a 4-cm-radius sphere, a 10-cm-Iong
cone, and a 10-cm-Iong triconic. The cone and the
triconic are illuminated nose-on. The frequency scan
length is 100 GHz, which corresponds to a very small
frequency modulation of approximately 0.025% of
the carrier frequency.

Observe that the speckle intensity in Figure 30
fluctuates wildly as the laser frequency varies; these
scans have high contrast, with nearly complete de­
structive interference occurring at certain frequencies,

and peaks of varying amplitude occurring at others.
This type of behavior has already been observed in
the spatial structure of the speckle patterns shown in
Figure 5, and it is representative of speckle phenom­
ena in general. The term wavelength decorrelation origi­
nates because the speckle intensity decorrelates as the
frequency or wavelength of the laser is changed. The
correlation length ~vD' which is introduced in the
box entitled "Wavelength Decorrelation of Speckle,"
is a measure of the frequency offset at which we can
no longer make a reasonable estimate of the new
speckle intensity, given the value of the original speckle
intensity.

Let us investigate the differences between the three
frequency scans. The most obvious distinction is the
longer correlation length ~vD for the sphere, which
has an illuminated range extent L equal to 4 cm,
compared with the cone and triconic, which both
have an illuminated range extent L equal to 10 em.
These plots indicate an inverse proportionality be­
tween range extent and correlation length and experi­
mentally confirm the relation ~vD = cI(2L); i.e., the
calculated correlation lengths of~vD = 3.75 GHz for
the sphere and ~vD = 1.5 GHz for the cone and
triconic agree well with the measured intensity scans.

Next we compare the details of the curves for the
cone and the triconic. Although both objects have the
same correlation length, a higher proportion of the
high-frequency component is found in the curve as­
sociated with the triconic. This fact suggests using
Fourier analysis of the fluctuating intensity sequence
to search for a relation between spectral content and
object shape.

To illustrate the information obtained through spec­
tral analysis, we used the sharp-tipped triconic shown
in Figure 31. The triconic was chosen because it
produces an interesting nose-on illumination signa­
ture that is also relatively easy to interpret. The lengths
L1, ~, and ~ of the three segments, beginning with
the nose, are 3.5 em, 4.0 em, and 2.5 em, and the
cone half-angles a

C1
and a

C3
are 200 and 25 0

, respec­
tively. For this series of measurements, the laser-fre­

quency step size ~Vstep is 500 MHz to satisfy the
Nyquist condition for sampling, as described in Equa­
tion C in the box on the wavelength decorrelation of
speckle. The total scan length B is 500 GHz, which
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FIGURE 31. Triconic target model and corresponding theoretical range-resolved laser radar cross section for nose-on
illumination.

yields a theoretical range resolution of approximately
0.3mm.

Figure 32(a) is a plot of the estimated spectral
density of the fluctuating speckle intensity obtained
at a single pixel in the CCD array. Although the curve
is highly speckled, several spectral features can be
extracted. For example, the spectrum appears to have
finite support, or appears to be zero valued outside a
certain range of frequencies, indicating that the fluc­
tuating speckle signal is bandlimited. There is also a
region, and its mirror image, containing a null in the
data. As illustrated in the box on autocorrelation
functions, this null is associated with the fact that the
lengths I 1 and ~ of the two conical components of
the triconic are both smaller than the length ~ of the
cylindrical component. We can obtain a better esti­
mate of the spectral density by averaging the results
from additional pixels. Figures 32(b), (c), and (d)
contain plots for averages of 10, 100, and 1024 pixels,
respectively. These plots demonstrate that the esti­
mate of the spectral density smoothes out substan­
tially as more averages are performed but that the
smoothing effect is nonlinear; i.e., the degree of
smoothing is proportional to the square root of the
number ofspeckles sampled. As previously mentioned,
calculating the spectral density for every pixel would
not improve the estimate of the spectral density sig­
nificantly because the intensity at neighboring pixels
is correlated.
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The final estimate of the spectral density shown in
Figure 32(d) has an interesting shape that is related to

the shape of the object. In investigating the interpre­
tation of this spectral density, we first consider the
meaning of the abscissa. Normally, a spectral density
is a function of frequency because we take a Fourier
transform of a function of time in calculating it.
Although the fluctuating speckle signal can be treated
as a function of time, the more basic parameter is the
laser-frequency offset ~v. If the scan is smooth and
continuous, then these two quantities are related
through the scan rate y by ~v = yt. But in our mea­
surements the frequency is stepped, and the time
between steps varies from step to step. We therefore
treat the signal as a function oflaser-frequency offset.
Consequently, our spectral density is a function of
time because we are now taking a Fourier transform
of a function of frequency. Note that the time of
0.67 osec from the origin to the end of the curve
corresponds to the propagation time for light to travel
the 20-cm distance from the tip of the cone to the
base and back again. This fact indicates that the spec­
tral-density curve contains range information. The
range is obtained by multiplying half of the time
offset by the speed of light; the factor of one-half
accounts for the round-trip path length.

Now that the abscissa has been related to the range
z, we next investigate the information content carried
by the shape of the curve. Because the strength of the



• SHIRLEY ET AL.
Advanced Techniques for Target Discrimination Using Laser SpeckLe

2000

1000

intensity return from a radar is proportional to the
target's cross section, and because the spectral-density
signature is a function of range z, we expect that this
signature contains information about the range-re­
solved laser radar cross section U(z) of the target. The
spectral-density signature is clearly not a direct mea­
surement of U(z), however. We note some properties
of the spectral-density curve that help us relate it to

the range-resolved laser radar cross section: (1) it has a
width equal to twice the range extent of the target, (2)
it is an even function, and (3) its highest value occurs
at the origin. All of these properties are associated
with autocorrelation functions. These observations,
in addition to the previous result for the transverse
properties of speckle, which involved the auto­
correlation function of the brightness distribution
function, lead us experimentally to the hypothesis
that the ensemble-averaged spectral density is propor­
tional to the autocorrelation function Ru(z) of the
range-resolved laser radar cross section U(z).

To test this hypothesis, we need to determine U(z)
separately. Figure 31 (b) contains a theoretical plot of
U(z) for on-axis viewing of a Lambertian triconic
with the appropriate dimensions. The null in the
middle region occurs because the surface of the cylin­
drical segment is not illuminated for nose-on view­
ing. The autocorrelation function of this particular
range-resolved laser radar cross section is plotted in
Figure A in the box entitled "Autocorrelation Func­
tions." We observe a close similarity between Figure A
and the averaged spectral density of Figure 32(d).

To compare these functions more closely, we must
know [(e) for the triconic at the angles of incidence
for the two conical components; i.e., e1 = 70° and
e3 = 65°. A technique for measuring[(e) is illustrated
in the box entitled "Angular-Scattering Measure­
ments." Figure A in this box shows the monostatic
properties for a retroreflective paint that is similar in
behavior to the 3M 7210 retroreflective paint used to
coat the triconic. Note that the [(e) function curves
upward at the edges, and that [(70°) is larger than
[(65°) by approximately 50%. Another consideration
in comparing experiment with theory is beam unifor­
mity. In this measurement, the illuminating beam
was nearly Gaussian, with an intensity drop of ap­
proximately 25% at the perimeter of the target. After
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FIGURE 32. Estimated spectral density of the fluctuating
speckle intensity produced by illuminating a 10-cm-long
triconic target nose-on with a frequency-scanning laser:
(a) 1 average; (b) 10 averages; (c) 100 averages; (d) 1024
averages. These curves illustrate the smoothing effect of
averaging the individual spectral-density estimates ob­
tained from multiple pixels in the CCD array.
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ANGULAR-SCATTERING MEASUREMENTS

(B)

TO UNDERSTAND and predict laser
radar target signatures, we must
be able to measure the angular­
scattering properties of surface
materials. For the monostatic ra­
dar configuration considered in
this article, we can characterize
the surface-scattering properties
by the monostatic reflectance dis­
tribution function (MRDF) /(8).
Basically, /(8) describes the varia­
tion with angle of incidence 8 of
the strength of the backscattered
radiation from a flat-shaped ma­
terial sample. If the return signal
is measured in units oflaser radar
cross section (7, and if the surface
area of the sample is A, then we
can write /(8) as

(7

f(8) = 2' (A)
4ncos 8A

Equation A is obtained byapply­
ing Equation 8 to the calculation
of (7 for a flat plate and solving
for /(8). The division by col8 in
Equation A accounts for twO sep­
arate cos8 obliquity factors. One
obliquity faeror arises from the
decrease in target irradiance
Eocos 8 (measured normal to the
surface element) as 8 increases.
The other obliquity factor ac­
counts for the smaller projected
area Acos8 of the surface with
respect to the receiver at larger
values of 8. Equations 9 and 10
show how f(8) enters into the
calculation of the laser radar cross
section (7 and the range-resolved

laser radar cross sectlon U(z).
Equation 7 gives the local angle
of incidence 8 in terms of the
height function hll(x, y) that
specifies the target shape.

We describe two methods for
measuring/(8). In the first meth­
od we measure the laser radar cross
section (7 of a flat-shaped sample
of the surface material as a func­
tion of the angle of incidence 8
and substitute this result into
Equation A. In the defmition of
laser radar cross section, we as­
sume the target is flood illumi­
nated with a uniform beam. Al­
though the optical system shown
in Figure 25 was designed to mea­
sure a target's monostatic speckle
pattern, it is also useful for mea­
suring (7 because it provides for
flood illumination of the target
and detection of the return signal
in the monostatic direction.
When using this system to mea­
sure (7, we fIX the laser frequency
and measure the integrated in­
tensity at the detector plane, rath­
er than tuning the laser and re­
solving the individual speckles.
We determine (7 by comparing
the resulting reading with the
reading for a calibrated target with
known (7.

The first method has two prob­
lems that limit its accuracy. First,
because the surface sample is flood
illuminated, the incident beam
also strikes the background and
the supporting structure. The re-

sulting unwanted contributions to
the return signal affect the accu­
racy ofthe measurement. Second,
a uniform illumination beam is
difficult to produce. This fact re­
sults in an uncertainty in the to­
tal power incident on the surface
sample, which causes inaccuracies
in the measurement of (7.

We can overcome both ofthese
difficulties by spot-illuminating
the sample material so that the
entire beam strikes the target. Let
Pi be the total incident power on
the surface sample. For spot illu­
mination we need an expression
for /(8) that is based on knowl­
edge of Pi' rather than on the
assumption that the surface is uni­
formly illuminated with irradi­

ance Eo.
If we specify the strength of

the return signal in terms of the
radiometric intensity 1= dP/ dO.,
where dP represents the power
collected by a receiver subtend­
ing a solid angle of dO. with re­
speer to the scatterer, then we can
write an expression correspond­
ing to Equation A, bur for spot
illumination, as

f(8) = I
Ii cos 8

The cos 8 obliquity faeror in Equa­
tion B accounts for the decrease
in surface irradiance with increas­
ing angle of incidence 8. Only
one obliquity factor occurs in the
spot-illumination mode (in con-
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FIGURE A. Measured (8): (a) Newport HC-560 retroreflective paint;
(b) Newport HC-563 white diffuse paint; (c) alodined aluminum;
(d) Krylon 1402 heat-resistant paint.

9060

(a)

paint. The dashed line represents
a theoretical Lambertian surface
with fee) = lin. All of the mea­
surements ofI(e) curve upwards
for large values of e, even though
the cose obliquity factor has been
properly accounted for. The white
diffuse paint most closely resem­
bles a Lambertian surface. For
monostatic purposes the retrore­
flective paint can be modeled as a
Lambertian surface with a gain of
approximately 20 dB.
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fee) by using the spot-illumina­
tion mode and the optical system
depicted in Figure 25. Flat sam­
ples of the surface material are
placed in an angular positioner at
the target location and illuminat­
ed bya HeNe laser with A= 0.633
J1ITl. Figure A presents the result­
ing measurements of fee) for

ewport HC-560 retroreflective
paint, Newport HC-563 white
diffuse paint, alodined aluminum,
and Krylon 1402 heat-resistant

trast with the flood-illumination
mode, in which there are two
obliquity factors) because the pro­
jected area of the illumination
spot remains constant. The actu­
al illuminated area of the surface
sample increases by a factor of
cos-1 e. Consequently, either a
large sample or a small beam is
required to make measurements
at large aspect angles.

One approach to measuring
fee) by using the spot-illumina­
tion mode is to measure the radi­
ometric intensity I and the inci­
dent power Pi separately and
substitute them into Equation B.
A better approach is to use a sur­
face-material standard. The stan­
dard should be diffuse and
highly reflective so that it ap­
proximates a Lambertian surface.
Then its MRDF at normal inci­
dence will be close to the ideal
value of f(O) = lin. The system
calibration factor is determined
by relating the instrument read­
ing for normally incident illumi­
nation of the standard to the
known MRDF value of the stan­
dard. Readings at angles other
than normal incidence are divid­
ed by cos e in accordance with
Equation B.

We illustrate measurementS of

accounting for the effect of a nonconstant fee) and
the effect of beam nonuniformity on U(z), we calcu­
lated the autocorrelation function of U(z) by com­
puter. In Figure 33 we compare this autocorrelation
function with the averaged spectral density in Figure
32(d). The excellent agreement between experiment
and theory indicates that the phenomenology for wave­
length decorrelation is well understood.

Measurements ofRange-Resolved
Laser Radar Cross Section

We have shown both theoretically and experimentally
that the wavelength-decorrelation technique allows
us to measure the autocorrelation function Ru (z) of
the range-resolved laser radar cross section U(z) of a
target. As shown in the plots at the bottom of Figure
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20, Ru(z) may be useful by itselffor discrimination
purposes. We would also, however, like to have the
capability of measuring U(z) directly. This capability
is desirable because we can more easily relate U(z) to
the physical properties of the target. As explained in
the section on bispectral analysis, methods that yield
measurements of U(z) must provide the Fourier phase

ep(lz) in addition to the Fourier magnitude luc!z) I
of the range-resolved laser radar cross section. We
now demonstrate two techniques that have been de­
veloped at the Laser Speckle Laboratory for measur­
ing U(z)-a range-reference plane technique and
bispectral signal processing.

In a laboratory setting, with a controlled target
model, the coherent-detection approach can be imple­
mented in a simple manner by using a range-refer­
ence plane. Figure 34 shows a typical laboratory setup
with a range-reference ring located behind a spherical
target. The basic principle underlying the range-refer­
ence technique is explained in terms of the auto­
correlation-function result and coherent detection in
the box entitled "Range-Reference Planes."

Figures 35 and 36 show experimental results ob­
tained by using the range-reference-plane technique

to measure U(z) for off-axis illumination of a cone
and a cylinder, respectively. The laser-frequency step
size is 1 GHz, and the total scan length is approxi­
mately 1THz. This scan length results in a theoretical
range resolution of 0.15 mm. Theoretical predictions
of U(z) are shown for comparison; good agreement
was achieved in the overall shape of these curves. The
high-frequency oscillations in the data are the result
of approximating an ensemble average with a finite
number of averages, as well as with granularity in the
retroreflective surface coating.

A disadvantage of the range-reference plane tech­
nique is that the number of effective averages is less
than what one might initially expect. This reduced
number occurs because the surface of the reference
plane must be rough on a wavelength scale. If the
surface of the reference plane were optically smooth,
then it would produce a single bright spot at the
detector plane (because of the Fourier-transform rela­
tion between the two planes), and the mixing be­
tween the reference signal and the target signal would
be limited to a small region of the detector array.
Although using a rough-surfaced reference plane does
cause the reference signal to spread over the entire
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FIGURE 33. Comparison of the averaged spectral density displayed in Figure 32(d) with the autocorrelation function of
the theoretical range-resolved laser radar cross section. Radial falloff in the intensity of the illuminating beam and non­
Lambertian scattering from the surface of the triconic are accounted for in the theoretical curve.
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FIGURE 35. Experimental and theoretical range-resolved
laser radar cross section for off-axis illumination of a
cone at 45°. The cone has a length of 2.5 cm and a cone
half-angle of 15°.

FIGURE 34. A spherical target mounted in front of a
range-reference ring. This type of setup provides a simple
means for direct measurement of the range-resolved
laser radar cross section.

detector array, it also results in a speckled reference
signal. Furthermore, because the reference plane has a
small range extent when illuminated at normal inci­
dence, the speckle-intensity pattern from the refer­
ence plane remains fairly constant over the entire
frequency scan. We know that the intensity distribu­
tion of a Gaussian speckle pattern obeys a decaying­
exponential probability law [33J. Therefore, a large
fraction of the area of the speckle pattern is dark, but
there are also regions with intensity levels that are
many times the mean. Consequently, the reference
signal is weak over a large portion of the detector
array. The strong reference signal from the bright
regions will tend to dominate and reduce the effective
number of speckle averages, resulting in higher fluc­
tuations in the estimate of U(z) than would be other­

wise expected.
The reference-plane technique can be modified so

that the number of effective averages is not reduced.
Ideally, the range-reference plane would be replaced
by a single range-reference point; then there would be

-6

.. --

4

o
z (cm)

5
z (cm)

I

I

.J

6

6 1

I
I
I

I

VOLUME 5, NUMBER 3, 1992 THE LINCOLN LABORATORY JOURNAL 421



• SHIRLEY ET AL.
Advanced Techniques for Target Discrimination Using Laser Speckle

no speckle and no degradation in the averaging. Of
course, the problem with using a single range-refer­
ence point is that it has zero laser radar cross section.
Specular points from curved polished surfaces do have
large cross sections, however, and we have begun to
implement the range-reference technique by using
specular range-reference points.

As pointed out in the box entitled "Range-Refer­
ence Planes," the reference-plane technique is similar
to the coherent-detection technique. The difference is
that when using coherent detection we create a virtual
range-reference point near the target by separating
the paths of the reference beam and the signal beam.
The reference beam is obtained by splitting the laser
beam before it is expanded and then running the
unexpanded beam through a delay path of the appro­
priate length. Near the detector array the reference
beam is expanded and collimated for uniform illumi­
nation of the array. Because the reference beam is self­
contained, this method could be used in a remote­
sensing application, where we do not have physical
access to the target. This method is only appropriate,
however, when the distance to the target is relatively
small; the method becomes increasingly difficult to
implement as the propagation distance increases. An­
other complication is that for a target with a radial
velocity component, we may have to adjust the delay
length as a function of time to compensate for this
motion.

If the frequency scan could be made to be highly
repeatable, or coherent, from scan to scan, then a
second laser-frequency scan could serve as the refer­
ence beam. This approach appears to be impractical,
however, for the extremely long scan lengths required
for high range-resolution measurements. Because of
these difficulties associated with the coherent-detec­
tion implementation ofwavelength decorrelation, we
began to pursue and develop less restrictive direct­
detection-based methods. Because direct-detection
methods do not require that an accurate delayed copy
of the transmitted signal be mixed with the return
signal, the hardware requirements are greatly reduced
and the resulting system is more robust.

Before illustrating the bispectral signal processing
technique for measuring U(z), we demonstrate the
extremely high range resolution that we have achieved

65
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FIGURE 36. Experimental and theoretical range-resolved
laser radar cross section for off-axis illumination of a
cylinder at 35°. The cylinder has a length of 2.5 cm and a
diameter of 1 cm.
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FIGURE 38. Reconstructions of the range-resolved laser
radar cross section of a triconic target by using bispectral
analysis of the speckle intensity: (a) simulated data;
(b) measured data. The red line in part a represents the
theoretical curve.
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carried by the fluctuating intensity signal, but this
information is lost when the magnitude-squared of
the Fourier transform is taken when calculating the
spectral density. The bispectral signal processing
method, however, retains this phase information. We
present reconstruction results in Figure 38 for a
5-cm-Iong triconic target. The estimates of U(z) (in­
cluding postprocessing using one-dimensional phase
retrieval) are indicated for both simulated and experi­
mental data. These plots show good agreement with
each other and with the theoretical plot of the range­
resolved laser radar cross section for this particular
object. A step-by-step reconstruction for this triconic
target is presented in Reference 19.

2520

6 (a)

4

~

E
~

c 2
0

~
<I>
(J)

(J) 0(J)

e 0 2 3 4 5 6 7
<.>
"- Range (cm)
«l
"0

(a) ~
"-
<I>
(J)

6 (b)~

10 15

Range (mm)

(b)

5o

FIGURE 37. Demonstration of submillimeter range reso­
lution: (a) nine-step range-resolution target mounted in
front of a range-reference ring; (b) experimentally mea­
sured range-resolved laser radar cross section. The step
size increases by a factor of 1.4 between steps, beginning
with a smallest step size of 0.5 mm.

by using the range-reference-plane implementation of
wavelength decorrelation. For testing range resolu­
tion, we constructed a step target with a number of
flat surfaces separated by various distances, as shown
in Figure 37(a). This target has nine levels, with a
ratio of 1.4 between successive step heights. The indi­
vidual steps range in value between 0.5 mm and 8.5
mm with a total range span of24.6 mm. Figure 37(b)
shows experimental results for a scan length of2 THz.
The associated theoretical range resolution is 0.075
mm. All nine levels in the target are accounted for in
the U(z) curve, and even the 0.5-mm step is well
resolved, which clearly demonstrates submillimeter
range resolution.

As described in the section on bispectral analysis,
information about the Fourier phase t/J(fz) is actually
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Applications to Discrimination

Because the functional form of the range-resolved
laser radar cross section U(z) is directly related to the
size, shape, and surface-scattering properties of the
illuminated target, and because U(z) can be mea­
sured to extremely high resolutions, the wavelength­
decorrelation technique offers us important informa­
tion about the details of the target that can be used for
discrimination purposes. We now discuss some ways
of extracting target information from wavelength­
decorrelation signatures.

In the section entitled "Laser Radar Cross Section
and Range-Resolved Laser Radar Cross Section," we
showed that basic geometrical shapes (such as the
sphere, the disk, the cone, and the cylinder) have
distinctive signatures. These signatures might be used
as a means of identifYing targets by their shape, or
determining the component shapes making up a tar­
get. For example, we could distinguish between the
conical target in Figure 35 and the cylindrical target
in Figure 36 from their measured range-resolved laser

radar cross sections. In general, a cone and a cylinder
can be identified by the sloped straight line and the
flat straight line, respectively, in their U(z) signatures.

Let us look more closely at how the theoretical
U(z) curves in Figure 35 and Figure 36 are related to

the shape of the target. In Figure 35, the discontinu­
ity in the slope of the U(z) curve occurs at the range
value z where the range plane no longer intersects a
complete cone. As z increases past this point, the
curve decreases rapidly at first and then falls offgradu­
ally to zero at the value of z corresponding to the last
illuminated region of the cone. Similar statements
apply to the cylinder in Figure 36. Observe that the
disk-shaped end cap on the cylinder produces a large,
elliptically shaped hump in the U(z) curve. The end
points of this hump clearly mark the boundaries of
the disk in range. As a general result, discontinuities
in the slope of the U(z) curve, or discontinuities in
the U(z) curve itself, are related to physical points or
regions on the surface of a target. We can use the
position of these discontinuities in range to extract
information about target dimensions. Thus much can

FIGURE 39. Range-resolved laser radar cross section of a triconic target illuminated at various aspect angles ex: (a) target
dimensions; (b) ex =00

; (c) ex =650
; (d) ex =700

; (e) ex =900
; (f) ex =1800

•
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FIGURE 40. Tomographic reconstruction of a triconic from theoretical range-resolved
laser radar cross sections for aspect angles ranging between 0° and 180° in 1°
increments.

•

be learned about a target from the functional form of
its range-resolved laser radar cross section measured at
a single aspect angle.

In many instances, the aspect angle of the target
changes as a function of time. As the number of
aspect angles increases, we can determine the shape
and dimensions of the target with more certainty and
characterize more and more complicated targets. Fig­
ure 39 shows a set ofmeasurements of U(z) for a 2.5­
cm-long triconic target model illuminated at angles
of0°, 65°, 70°, 90°, and 180°. These particular angles
were chosen because they correspond to on-axis illu­
mination of the triconic and to broadside illumina­
tion of each of the segments of the triconic. The
abrupt jumps in U(z) correspond to the reflections
from the perpendicular surface components. Because

we can relate features of a range-resolved laser radar
cross-section signature to physical properties of the
target, these features might serve as a basis for auto­
matic-target-recognition algorithms.

When a wide range of aspect angles is available, a
three-dimensional image of the target can be recon­
structed by using reflective tomography [14, 46-50].
Tomography is a method for reconstructing the shape
of an object from a series of projections of that object
taken from many different angles. The range-resolved
laser radar cross section can be considered such a
projection. Figure 40 presents a reconstruction from
theoretical U(z) data for a triconic target at 1° incre­
ments in aspect angle. Cross shadowing between the
three components of the triconic is not accounted for
in the calculation of U(z).
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In addition to size and shape information, the
wavelength-scanning technique yields valuable infor­
mation abour surface coatings [51]. We first consider
the case in which the shape is known to be spherical.
We used the setup shown in Figure 34 to measure
U(z) for a 5-cm-diameter sphere. In Figure 41 we
compare the results obtained for two different surface
coatings, namely, Krylon 1402 heat-resistant paint
and 3M 7210 retroreflective paint. The theoretical
U(z) curve for a Lambertian surface is shown for
comparison. There is a marked difference in the mea­
sured U(z) of the sphere for the two coatings. First,
U(z) for the retroreflective paint is larger than U(z)
for the heat-resistant paint by approximately 20 dB.
Second, there is a difference in the shape of these two
curves. In particular, U(z) for the heat-resistant paint
rises sharply for values of z near the pole, where the

angle of incidence eis small, which indicates that f( e)
is larger for small angles of incidence. This result
agrees with the independent measurement of f(8)

presented in the box entitled "Angular-Scattering Mea­
surements." This illustration confirms that the wave­
length-decorrelation technique can provide useful in­
formation about surface materials.

For the sphere, it is particularly easy to extract the
surface-scattering information because each value of
the range z maps into a single value of the angle of
incidence 8. This fact allows us to invert Equation 15
for the range-resolved laser radar cross section of a
sphere and to write /(8) explicitly as a function of
U(z):

/(8) =~ U(Z)I
8n z z=-a cos (}

FIGURE 41. Measured range-resolved laser radar cross
section of a sphere for two different surface materials:
Krylon 1402 heat-resistant paint (blue curve); 3M 7210
retroreflective paint (red curve). The black curve repre­
sents the theoretical result for a Lambertian surface.
Each value of range z on the sphere corresponds to a
unique value of the angle of incidence B, which allows
f(B) to be measured.

-25 -20 -15 -10 -5 0
z (mm)

I I I I I I
020 30 60 70 90

B(deg)

•

The above reasoning can also be applied to any axially
symmetric object that is illuminated along the axis of
symmetry. The range-resolved laser radar cross sec­
tion then takes the general form given in Equation
13, which can be solved for f(8).

In the above situations, on-axis illumination of an
axially symmetric target made it possible to determine
/(8) from a single measurement of U(z). We do not
need to have an axially symmetric target, however, to
obtain useful information about /(8). As a general
rule, the target shape determines the position in range
of the discontinuities in the U(z) curve, and differ­
ences in the angular-scattering properties from target
to target produce slower variations and differences in
the magnitude of the U(z) curve. Therefore, if two
targets are known to have the same shape, then varia­
tions in U(z) between these two targets can be related
to differences in their surface-scattering properties.
Also, if the shape is known, surface properties can be
estimated by determining the dominant angles of
incidence contributing to a given value of range.

We have stated that the three-dimensional shape of
a target can be reconstructed by using reflective
tomography, provided that a sufficient range of look
angles is available. Reflective tomography, however,
also yields information about the surface-scattering
properties of the target. When we apply reflective
tomography to range-resolved laser radar cross-sec-

:\

\
"\ ....

\,
"-.....

""\......~..
10

426 THE LINCOLN LABORATORY JOURNAL VOLUME 5. NUMBER 3. 1992



• SHIRLEY ET AL.
Advanced Techniques for Target Discrimination Using Laser Speckle

•

tion data, we obtain a three-dimensional object func­
tion representing the target reconstruction. Theoreti­
cally, this object function is zero-valued for coordi­
nates lying outside the reconstruction. Its values inside
the reconstruction are related to the target's surface­
scattering properties. We know that the object func­
tion tends to fill in for diffuse surfaces and that bound­
aries are enhanced as the scattering becomes more
specular. As an example of a situation that can be
treated analytically, the object function for a Lam­
bertian sphere increases linearly from a value of zero
at the center to a maximum value at the radius of the
sphere [14]. Although much work remains to be done
in the interpretation of object functions, reflective
tomography does appear to offer the potential for
characterizing an object both by its shape and by its
surface-scattering properties.

We have discussed some potential uses of the range­
resolved laser radar cross section as a discriminant. As
illustrated at the bottom of Figure 20, however, sig­
nificant variation also occurs in the autocorrelation
function of the range-resolved laser radar cross sec­
tion. Therefore, the autocorrelation function might
also serve as a discriminant in some applications. An
autocorrelation-based system would be the simplest
to implement because the additional steps necessary
for recovering the Fourier phase would not be carried
out.

Another possible approach to discrimination is to
develop automatic-target-recognition computer algo­
rithms that are based on features in bispectrum space.
The advantage of this approach is that it utilizes the
direct-detection signal without losing the Fourier phase
information carried by the intensity signal (as is the
case for the more elementary spectral-density method),
but it does not require the additional steps associated
with recovering the Fourier phase ¢(f.) from the
bispectrum.

Finally, to get a more complete description of a
target and to maximize the effectiveness of speckle­
based discrimination, we could combine the range
information obtainable from wavelength decorrelation
with the cross-range information available through
imaging correlography and the angular dynamics in­
formation available through speckle tracking. For ex­
ample, the speckle-tracking technique can help with

the interpretation of wavelength-decorrelation signa­
tures by providing information about the aspect angle
a of the target. Additional target information could
be obtained by using a bistatic radar configuration
and analyzing the wavelength dependence of speckle
at more than one receiver location. In the future,
other detection schemes, such as wavefront sensing
[52, 53], should be considered for the purpose of
obtaining the phase information necessary to recon­
struct the range-resolved laser radar cross section.

Because of the slow data-acquisition rate associated
with our current laboratory system, the wavelength­
decorrelation measurements have been limited to sta­
tionary targets. Much faster scans are necessary for
rotating or translating targets. For us to apply the
wavelength-decorrelation technique to moving tar­
gets, fast scanning lasers and associated detector ar­
rays must be developed.

Applications of wavelength decorrelation are not
limited to target discrimination. Wavelength decor­
relation is especially well suited to applications in
machine vision, robotics, and metrology, in which the
object being probed is located in the vicinity of the
laser and noncontacting high-resolution three-dimen­
sional imaging is desired.

Speckle Tracking

In the speckle-tracking technique, we extract infor­
mation about the angular dynamics of the illumi­
nated target from the motion of the speckle pattern at
the receiver. In this section we explain how the mo­
tion of the speckle pattern relates to the motion of the
target, and then we describe three laboratory tech­
niques for measuring this motion-spatial cross corre­

lation, speckle streaking, and temporal cross correlation.

At the end of this section, we give an example of an
application of speckle tracking to the determination
of the angular dynamics of a spinning and precessing
target.

Speckle tracking is based on the fact that the speckle
pattern ofa rotating object rotates around the object's
instantaneous spin axis. Thus the motion of the speckle
pattern describes an arc. For the small solid angle
subtended by a distant receiver, this arc-like motion
appears as a translation of the speckle pattern, except,
of course, at positions near the axis of rotation. The
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fore, we assume the monostatic configuration illus­
trated in Figure 42. For this configuration, the speed
v of the speckle motion is related to the object's
angular velocity co, the radar aspect angle as with
respect to the instantaneous spin axis, and the dis­
tance R to the object by the relation

Equation 85 indicates that the speckle speed v is
proportional to the object's angular velocity co and the
distance R to the object, and that it has its maximum
value in the equatorial plane. The speckle speed falls
to zero at points lying on the spin axis. As an example
of how variations in the speckle speed provide infor­
mation about angular target dynamics, if co and Rare
constant, then we can relate these variations to changes
in the aspect angle as.

Let us consider the speckle motion in more detail.
The angular velocity of speckle motion is obtained by
dividing the speckle speed in Equation 85 by the
distance R. Note that in the equatorial plane, the
angular velocity of the speckle is twice the angular
velocity of the object. The factor of 2 can be ex­
plained by thinking of the rotating object as a mirror.
If a mirror is illuminated normal to its surface and
then rotated by a small angle, the back-reflected light

~
( Laser (9-r'~=--+"""c..r--I---~

FIGURE 42. Monostatic laser radar configuration for ob­
serving speckle motion from a spinning target. The speckle
at the receiver plane moves in the direction perpendicular

to the projected spin axis ¢.

direction of speckle motion at the receiver is perpen­
dicular to the projected spin axis if> of the object. We
can extract information about the angular dynamics
of a target by observing the variations in the direction
of the projected spin axis with time.

In addition to the direction of speckle motion at
the receiver, we can also extract information about the
angular motion of a target from variations in the
speed of the speckle motion. In a typical application
of speckle tracking, the transmitter and the receiver
are located in close proximity to each other. There-

v = 2coR sin as' (85)

•

(a) (b)

FIGURE 43. Two successive CCO frames illustrating speckle motion from a spinning target. The boxes
indicate the shift in the speckle pattern between frames.
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FIGURE 44. Central region of the cross correlation of the
two speckle frames shown in Figure 43. The bright spot
indicates the distance and the direction of speckle
motion.

rotates with respect to the incident beam by twice
that angle. Clearly, a speckle pattern cannot rotate at
twice the angular velocity of the scattering object and
remain constant over a full object revolution. We can
see what happens by observing a single bright speckle
as the object rotates; as the rotation angle increases,
the speckle begins to fade. Thus there is also a
decorrelation length associated with how far a speckle
moves before it decorrelates. In applications in which
the object is large on a wavelength scale, a speckle will
move many speckle size units d1.. before decorrelation
occurs [7]. Hence we can usually ignore speckle
decorrelation caused by target rotation in speckle­
tracking applications.

Spatial Cross Correlation

In Figure 43 we illustrate the translational motion of
the speckle pattern from a rotating object by showing
two CCD frames taken with a small time delay t1t
between them. The box placed around the same clus­
ter of speckles in each frame emphasizes the motion
of the speckle pattern. To use the information from
these two frames in a speckle-tracking application, we
need a method for automatically determining the
spatial offset between the two speckle patterns. This

can be accomplished by calculating the spatial cross
correlation of the two speckle frames, as shown in
Figure 44. The position of the peak corresponds to

the direction and the magnitude of the offset between
the two patterns. The brightness of the peak corre­
sponds to the strength of the correlation between the
patterns.

We have experimentally tested the spatial-cross­
correlation technique by stepping the rotation angle
in small increments. The main limitation on accuracy
was that atmospheric turbulence caused the speckle
pattern to shift slightly during the one-second time
delay between CCD frames. In a real-time system or a
space-based application, this turbulence would not be
the primary limitation on accuracy. Another limita­
tion of the cross-correlation approach is that it is
computer intensive, requiring three two-dimensional
fast Fourier transforms (FFT) to be performed for
each cross correlation. It also requires the capability of
taking two short exposure frames in rapid succession.

Speckle Streaking

If the exposure time of the CCD array is too long to
freeze the speckle pattern in time, then a streaked
image is formed, as illustrated in the speckle frames in
the top row of Figure 45. The magnitude of the two­
dimensional Fourier transform ofthese streaked speckle
frames, shown in the bottom row of Figure 45, con­
tains a ridge that is perpendicular to the direction of
the streaks. Therefore, this ridge points in the direc­
tion of the projected spin axis, and variations of this
direction from frame to frame provide us with infor­
mation about the angular dynamics ofa target. Speckle
streaking is easier to implement than spatial cross
correlation because we need only one speckle frame
and one FFT for each measurement. Consequently,
speckle streaking does not require two exposures that
are carefully timed with respect to each other. It is less
sensitive to atmospheric turbulence and it is less de­
manding computationally.

Let us consider the parameters that affect the qual­
ity of a speckle-streaking measurement. There are
four main parameters to consider: (1) the average
speckle intensity, (2) the streak length, (3) the average
speckle size, and (4) the array size. We measure the
average speckle intensity in units of electrons (photo-
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FIGURE 45. Effect of average speckle intensity on the quality of speckle-streaking measurements for a streak length of 100
speckle diameters and an average speckle size of 10 pixels per speckle: (a) streaked frame for 200,000 electrons/pixel;
(b) 20,000 electrons/pixel; (c) 2000 electrons/pixel; (d) 200 electrons/pixel; (e) through (h) show the magnitude of the FFT
of the streak pattern for parts a through d, respectively.

electrons) per pixel. This unit takes into account the
quantum efficiency 1/ of the detector array, and it is a
natural unit of intensity for a CCD array. We measure
the streak length in units of the average speckle size
dJ.. in the direction parallel to the streak, because this
quantity is closely associated with the statistics of the
speckle streak. The average speckle size is measured in
units ofpixels per average speckle, and the array size is
the number of pixels in the array.

In the top row of Figure 45, we illustrate the effect
of changing the average speckle intensity on the ap­
pearance of the streaked speckle frames. In this series
of measurements the streak length is 100 speckle
diameters, the average speckle size is 10 pixels per
speckle, and the size of the CCD is 512 x 512 pixels.
The average speckle intensity ranges between a level
of approximately 200,000 electrons per pixel (a high
level approaching the quantum-well depth of the
CCD) to a level of approximately 200 electrons per
pixel. The ridge is clearly visible in the Fourier-trans­
form magnitude, shown in the bottom row of Figure
45, even for a mean speckle intensity of200 electrons
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per pixel, which is near the noise level of approxi­
mately 50 electrons per pixel for our CCD.

We also investigated the effect of varying the other
three parameters on the quality of speckle-streaking
measurements. We measured the streak direction by
using streak lengths ranging between 10 and 10,000
speckle diameters. The speckle contrast (defined as
the standard deviation of the intensity divided by the
mean of the intensity) is inversely proportional to the
square root of the streak length, bur even for a streak
length of 10,000 there is sufficient contrast for the
Fourier transform to provide a good indication of the
streak direction. We varied the speckle size between 2
pixels per speckle and 100 pixels per speckle. The
smaller speckle sizes provide a better resolution be­
cause the available pixels are utilized more efficiently.
.As expected, the resolution of the angular measure­
ments decreases as the number of pixels in the array
decreases. With small speckle sizes, however, useful
results can be obtained with arrays as small as 16 X 16
pixels.

Figure 46 is a block diagram of an algorithm that
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FIGURE 46. Block diagram of the angle-extraction algorithm: (a) streaked speckle frame; (b) radially weighted frame;
(c) FFT; (d) representation in radius azimuth-angle space; (e) intensity distribution in azimuth angle; (f) data for
moment-of-inertia calculation.

we are developing for automatically computing the
streak direction. The input is the streaked speckle
frame shown in Figure 46(a). The first step is to
eliminate the horizontal and vertical lines that pass
through the center of the Fourier transforms shown
in the bottom of Figure 45. These artifacts, which
arise from the discontinuities at the edges of the input
frame, can be eliminated by multiplying the input
frame by a radially shaped window function. Figure
46(b) shows the result of this multiplication. The
horizontal and vertical lines are no longer present in
the magnitude of the Fourier transform displayed in
Figure 46(c).

The objective of the algorithm is to obtain as accu­
rate a measurement of the streak direction as possible.
To accomplish this objective, we combine two meth-

ods. The first method looks for straight lines passing
through the origin of the Fourier transform. Essen­
tially, this method divides the image into pie-shaped
regions and selects the region with the greatest inte­
grated intensity. To carry out this procedure, we first
map the magnitude of the Fourier transform from
Cartesian space to radius and azimuth-angle space
r-lfJ. The new function, shown in Figure 46(d), is
fairly localized in azimuth angle and extends over a
large range in the r direction. We improve the signal­
to-noise ratio by thresholding or blocking out certain
regions of r-lfJ space. For example, low-frequency noise
in the streak pattern is eliminated by setting the value
of all points below a certain radius to zero. Next, we
sum the intensities for each azimuth angle, as illus­
trated in Figure 46(e). The peak value of the curve
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indicates the projected spin direction. For this illus­
tration the angular-distribution method yields an angle
of 115.77°. This method is also effective when two or
more spinning objects are in the field ofview. If their
projected spin axes are not equal, then there will be a
different peak corresponding to each projected spin

axIS.

The second method calculates a moment of inertia
of the magnitude of the Fourier transform shown in
Figure 46(c). Because points farther from the center
are weighted more heavily, this method can be biased
by noise and irregularities that occur at large radius

(a)

(b)

FIGURE 47. Fiber optic cross correlator for measuring the
direction and speed of speckle motion: (a) photograph of
the fiber optic cross correlator assembly; (b) close-up of
the fiber optic pair.
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values. To minimize these effects, we use the results of
the first method to select a region over which to
calculate the moment of inertia. This region consists
ofa strip that is centered around the origin and points
in the direction of the initial estimate. We use the
moment-of-inertia method to try to extend the reso­
lution of the angular-distribution method. The mo­
ment-of-inertia method yields a result of 115.81 ° for
the streak shown in Figure 46(a). For this particular
data set, the two results differ by only 0.04°. More
work is necessary to optimize the angle-extraction
algorithm outlined in Figure 46. Currently, we can
use speckle streaking to measure the projected spin
axis to an accuracy of approximately 0.1°.

Although speckle streaking has proven to be a con­
venient laboratory technique for measuring the pro­
jected spin axis, it does have drawbacks. One of these
drawbacks is that the sign of the direction of the
speckle motion cannot be determined because mo­
tion in the reverse direction produces a similar streak
pattern. Additionally, it is difficult to measure the
speed of the speckle motion with speckle streaking. A
limitation ofboth spatial cross correlation and speckle
streaking is that the small physical size of the CCD
array does not match with the large speckle size pro­
duced in a typical remote-sensing application. To uti­
lize a CCD array we would need to demagnifY the
speckle pattern, which requires a large imaging aper­
ture. Another possibility would be to construct a large
two-dimensional array of detectors. This array would
be cumbersome, however, because of the large num­
ber of detector elements in the array.

Temporal Cross Correlation

Temporal cross correlation is similar to spatial cross
correlation, except that we overcome the need for a
many-element detector array by trading off the infor­
mation obtained from the many-element array at two
separate points in time for the information obtained
from two or more detectors at many closely spaced
points in time. We have implemented temporal cross
correlation in the laboratory by using the fiber optic
cross correlator shown in Figure 47(a). Figure 47(b)
shows two fiber optic cables mounted in the micro­
positioning assembly. We transmit the light to the
detectors by using fibers because they match the speckle
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FIGURE 48. Peak value of the cross-correlation function versus rotation
angle of the fiber optic pair for three different fiber separations, As the
fiber separation increases, the angular resolution for the measurement
of the direction of speckle motion improves.

size in our laboratory setting. If the two fibers are
lined up with the direction of speckle motion, then
the same fluctuating intensity signal passes by each
detector, but with a time delay equal to the time that
it takes for a point in the speckle pattern to move
between the fibers. The cross correlation of the signals
from these two fibers contains a large peak with an
offset value equal to this time delay. We determine the
direction of speckle motion by rotating the fibers
until we find the rotation angle that produces the
cross correlation with the largest peak value.

Figure 48 illustrates the dependence of the peak of
the cross-correlation function on the rotation angle
for three different fiber separations. Note that the
width of these curves decreases as the fiber separation
increases. Hence the angular resolution of the mea­
surements improves for larger separations. Figure 48
illustrates an angular resolution of better than ±O.l 0

for the lO-mm fiber separation. For a real-time sys­
tem, we would need a feedback control system to
search for, and track, the cross-correlation peak and
to optimize the resolution. We could eliminate the
need for large rotations of the detector pair by
arranging detectors in a ring configuration and
cross-correlating the intensity signals from various
detector pairs.

Angular Dynamics ofFree-Body Motion

A potential application of speckle tracking is the ex­
traction of the angular dynamics of a torque-free rigid
body. This type of motion is exhibited by a rotating
object in space not being acted on by any internal or
external torques. The equations of motion for this
situation are well known [54]. Essentially, the motion
consists of spin, precession, nutation, and wobble. A
general rigid body can be described by its moments of
inertia around three principal axes. If the body is set
spinning around one of these principal axes, then it
will keep spinning around that axis as long as no
torques act on it. This motion consists entirely of
spin, as depicted in Figure 42. If the body rotates
about an axis other than a principal axis, however,
then the motion evolves over time.

The simplest type of time evolution occurs for a
body whose mass distribution has rotational symme­
try, e.g., a cone. For a rotationally symmetric body,
one of the principal axes lies along the axis of symme­
try. The other two axes lie in a plane that is perpen­
dicular to this axis and passes through the center of
mass; because of rotational symmetry, any two or­
thogonal axes lying in this plane will serve as principal
axes. Let us denote the moment of inertia around the
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a = Instantaneous aspect angle
ifJ = Projected spin-axis angle
ec = Coning half-angle
1C = Momentum aspect angle
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FIGURE 49. Angular dynamics for a rotationally symmetric torque-free rigid body: (a) spinning and precessing body with
angular momentum L t coning half-angle 8c' momentum aspect angle 1(, instantaneous aspect angle at and angular
velocity of spin w; (b) time evolution of the projected spin axis ifJ for 8c = 150 and various values of I( ranging between
00 and 900
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axis of symmetry by 13 and the moment of inertia
around the other two axes as 1= II = 12, If the cone is
set spinning around an axis close to the axis of sym­
metry, then the spin axis precesses around the angular
momentum vector L with a cone half-angle 8c' as
shown in Figure 49(a). We denote the angle between
the angular momentum vector and the radar line of
sight as I( and the instantaneous aspect angle between
the axis of the cone and the radar line of sight as a.
The projected spin axis cf> obeys the equation
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I cote + 13 tane
cosKcos(wJ+cf>c)+sinK c c

-1 1-13cot
sin(wJ+cf>J

(86)

where cf>c and cf>o are phase offsets in the abscissa and
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FIGURE 50. Ferris-wheel target assembly for simulating
spin and precession.

ordinate, respectively, and we = IL III is the angular
velocity of the precessional, or coning, motion.

The ratio between the spin rate and the precession
rate is

w I - I- = cose 3
c Iwe 3

As the ratio wiwe increases, the instantaneous spin
axis aligns with the axis ofsymmetry and Equation 86
can be approximated as

( ) _I[COS /( cos(wct) + sin /( cot ec ]
<P t = cot , (87)

sin(wct)

where we have also set the phase offsets <Pc and <Po to
zero. We plot Equation 87 in Figure 49(b) for a fixed
value of 8c = 15° and for values of /( ranging from 0°
to 90°. This graph illustrates the possible shape per­
mutations. Of special interest are the distinctly differ­
ent shapes when the laser is located inside the preces­
sion cone /( < 8c (blue lines) and when the laser is
located outside the precession cone /( > ec (red lines).

In the first case <p varies over a full 360°, while in the
second case <p oscillates around the projected angular
momentum vector. This distinction is in contrast with
microwave radar measurements of angular target dy­
namics, in which the two angles /( and 8c cannot be
differentiated based on aspect-angle measurements
alone.

We can estimate the parameters /( and 8c by mea­
suring the projected spin-axis angle <p over at least one
precession period, and then fitting the data to Equa­
tion 87 [23]. More information about target dynam­
ics could be obtained by measuring variations in
speckle speed in addition to the time dependence of
<p. Figure 50 shows a mechanical device (known as the
"Ferris wheel") for simulating spin and precession in
the laboratory. This device has two motorized rota­
tion stages; one stage spins the target around its axis
and the other rotates the target assembly around the
ring. We can set the device for any combination of the
momentum aspect angle (by rotating the base plate of
the Ferris wheel) and the coning half-angle (by using
an additional rotation stage to set the axis of the target
with respect to the axis of the Ferris wheel).

If an object is not rotationally symmetric and the
two moments of inertia II and 12 are unequal, then
nutation occurs in addition to spin and precession.
Nutation is an oscillation in the coning half-angle at
twice the spin frequency. Figure 51 is a photograph of
an instrument we constructed for simulating nuta­
tion. This instrument is based on a geometrical con­
struction, known as the Poinsot construction, that forms
an exact solution of the torque-free rigid-body prob­
lem [55]. We use this device in speckle-tracking mea­
surements to study the precision to which angular
dynamics can be determined.

Wobble, the final type of motion, arises when the
geometrical axis of symmetry does not line up with
the principal moment of inertia because ofsome asym­
metry in the mass distribution. This motion occurs at
the spin frequency and can be simulated by tilting the
geometrical axis of the target in Figures 50 and 51
with respect to the spin axis. When wobble occurs,
the motion about a principal axis can still be com­
pletely described by the three types of motion-spin,
precession, and nutation. Wobble refers to the mo­
tion of a point on the surface of the body that occurs
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FIGURE 51. Motion simulator for producing spin, precession, and nutation with only one
drive motor. The goniometric cradle sets the momentum aspect angle /(. Raising or
lowering the stationary platform adjusts the mean value of the coning half-angle ac. The
elevation angle of the rotating-arm assembly must be adjusted to compensate for the
change in height to keep the mean value of ac near the middle region of the slot. As the
motorized stage rotates, the moment-of-inertia ellipsoid rolls on the stationary platform.
The platform is magnetic to keep the ellipsoid from slipping as it rolls. The slot
constrains the rotation axis of the ellipsoid to move vertically, while keeping the ellipsoid
in contact with the stationary platform, which produces a bobbing motion, or nutation.
The center of the ellipsoid coincides with the center of a spherical bearing. A different
ellipsoid is required for each set of principal-moment-of-inertia ratios.

because the axis of symmetry does not line up with
the principal axis.

For simplicity, we have assumed a monostatic radar
configuration in our discussion of speckle tracking.
More information is available, however, if detector
arrays are located at more than one position in space.
For example, we could then combine the separate
measurements of the projected spin axis to calculate
the actual spin axis. As with wavelength decorrelation,
speckle tracking is well suited to potential applica­
tions in machine vision, robotics, and metrology.
Speckle tracking is especially useful for measuring
small changes in angle and for characterizing the rela­
tive angular motion between two objects.
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Summary

We have developed new techniques for using laser­
speckle intensity patterns to determine the size, shape,
surface-scattering properties, and angular dynamics
of a target to a higher degree of resolution than previ­
ously attainable. In the wavelength-decorrelation tech­
nique we measure the fluctuations in the speckle in­
tensity caused by changing the laser frequency, and
we analyze these fluctuations to determine the range­
resolved laser radar cross section U(z) of the target.
The functional form of U(z) is directly related to the
target's size and shape as well as the angular-scattering
distribution of its surface materials. In the laboratory
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we take advantage of the large tuning range of the
Ti:sapphire laser to achieve submillimeter range reso­
lutions. Wavelength decorrelation can be implemented
by using direct detection, coherent detection, or
wavefront sensing. With direct detection, additional
signal processing such as bispectral analysis is neces­
sary to recover the Fourier phase of U(z).

Mathematically, wavelength decorrelation resembles
imaging correlography, which resolves the target in
cross range by utilizing the spatial structure of the
speckle pattern to form two-dimensional target im­
ages (similar to those obtained from a conventional
telescope). Imaging correlography, however, offers the
potential for higher spatial resolutions of distant tar­
gets because detector arrays with large baselines can
be used when sampling the speckle pattern.

The speckle-tracking technique relates the motion
of the speckle pattern at the receiver to the motion of
the target, which allows us to measure a target's pro­
jected spin axis to an accuracy better than ±a. I 0. We
determine the target's angular dynamics by observing
how the projected spin axis varies with time. Speckle
streaking and temporal cross correlation are conve­
nient methods for measuring speckle motion.

Plans are currently underway to adapt this proven
laser-speckle technology to actual dynamic situations
and to move toward applications outside the labora­
tory. These plans include the development of a fast
frequency-scanning laser, a customized detector array,
and a parallel processor engineered for real-time digi­
tal signal processing.
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