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16. Abstract (Continusd)

(b) Conventional angle measurement techniques typically will give the desired performance only when

{c)
(d)

(e)

interfering signals have an angular separation of at least 1 to 2 antenna béamwidths from the desired
signal. Several improved signal processing techniques can reduce this minimum angular separation
against coherent interference (e.g., multipath) by a factor of 3 to 5 if there is sufficient SNR (e.g.,

30 dB) and an appropriate array configuration. Order of magnitude improvements in the minimum
angular separation are achievable against incoherent interference (e.g.. synehronous garble in
ATCRBS and BCAS) with a moderate SNR (e.g., 20 dB). With either type of interference, time aver-
aging of received wavefront data can significantly reduce the minimum SNR required over that for a

small number of cbservations.
The computations required for certain of the high performance algorithms seem readily implementable.

Receiver calibration and monitoring will be a potentially significant factor in practical realization.
Further study is needed to determine the required amplitude and phase accuracies.

It is doubtful that these techniques can be easily applied to MLS angle processing due to the MLS signal
format and the structure of the current MLS receivers.
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I. INTRODUCTION
A. Background

Historically, a principal method of dimproving the angle measurement
accuracy of alr traffic control (ATC) navigation aids and/or surveillance
systems has been to increase the aperture of the ground antennas. The rapidly
increasing capability and lower cost of digital signal processing hardware has
made it possible to consider sophisticated signal processing techniques as an

alternative method of improving system performance.

Some work in this area has already taken place. For example, all three
of the technigues considered by the International Civil Aviation Organiation
(ICA0) for adoption as the international standard Microwave Landing System
(MLS) used novel signal processing algorithms to achieve better performance
against multipath than would be possible with classical angle determination
algorithms (see Table 1-1)., More recently, it has been suggested that the DME
based Azimuth System (DAS) could utilize the DME Based Landing System (DLS)
array signal processing techniques to achieve the desired terminal area

navigation performance at difficult sites with electrically small apertures,

Additional stimulus for considering performance improvement options
arises from several current trends in navigation and surveillance system
requirements:

(1) increased coverage to support noise abatement and/or fuel
saving paths

(2) increased accuracy to support better airspace and airport
utilization (e.g., closely spaced parallel runways and/or
wetering and spacing)

(3) increased usage at sites (e.g., oll well platforms, STOL
sites, mountainous regions) where obstructions (i.e.,
multipath sources) may be much closer to the ground
antenna than was the case in operations at major alrport
runways for conventional aircraft.

It should be noted that the system siting to achieve goals (1) and (2)

frequently entalls locating an antenna in a location (e.g., top of a building)

1-1



TABLE 1-1

NOVEL, SIGNAL PROCESSING TECHNIQUES USED BY
MICROWAVE LANDING SYSTEM (MLS) PROPOSERS

NOMINAL
E ANGLE OF ARRIVAL NOVEL SIGNAL PROCESSING
o TECHNIQUE ESTIMATION TECHNIQUE TECHNIQUES
R
DME based ground based circular array interferometric
.Landing System muitiple baseline estimation algorithms
(DLS) interferometers adaptive subaperture beamsteering
to minimize multipath _
spatial averaging or beamsteering
in the orthogonal plane to re-
duce off-axis multipath levels
Doppler MLS commtated source randomized source cemmutation in
(DMLS) Doppler frequency the orthogonal plane to reduce
estimation by sum/ pff-axis muleipath levels
difference cor- adaptive digital filtering to
relator reduce flare multipath from the
terrain
Time Reference centroid estimation estimation of beam passage on the
Scanning Beam of time between beam edge which is least per-
(TRSB) passages of a turbed by terrain reflection
scanned bean multipath
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in which small physical size is very desirable. Achieving the requisite
performance improvement by changing to a new form of navigation aid or
surveillance system 1is dincreasingly difficult due —-to the --economics of

transition and the increasing demands on the frequency spectrum.

As noted in Table -1-1; - there has been considerable work on advanced
signal processing in -the MLS context. Additionally, there has been extremely
active recent work in related time series and -array processing (e.g., sonar
and seismic) areas [1, 2, 3] focused on high resolutioan spectrum estimation
techniques. In the later approaches spectral features which normally would be
obscured by the available time window [2) are recovered by improved signal
processing techniques. The well-known duality between time series and line
arrays,--i.e.,

time {——=———==-—m > spatial docation within array
frequency {(===—————— > sine (angle of arrival),

shoiis -that much of the time series high reselution spectrum estimation work is

applicable:to the problem of: estimating the direct.signal angle. of “arrival -in -

the presence of competing signals.

Many- of the high resolution spectrum .analysis studies have been-ad hoc-in
nature and/or not considered . key aspects of the ATC navigation/surveillance
interference environment {especially multipath). Consequently, there has been
an ongoing need for a more fundamental look at the possibilities offered by
advanced signal processing that considers the principal navigation aid and

surveillance system error scurces from the outset,

B. Principal Error Sources

To achieve improved performance, one must reduce and/or better compensate
for the principal error sources. The error sources considered in this study

are:
(i) receiver front end noise
(2) signal waveform guantization (e.g., A/D errors)

{(3) coherent interference (multipath), and

—
'
(%)



(4) calibra;ionlmonitoring errors (e.g., between wvarious
antenna elements in an interferometer array).
The four error sources above are not the only errors for a practical imple-
mentation (e.g., time quantization can be important for Time Reference
Scanning Beam (TRSB) angle measurement, frequency stabilty for Doppler
systems, computation round off ertors for certain algorithms, etc.). However,
these other factors typlcally reflect instrumental effects specific to a
particular implementation as opposed te common MmAJjor error Sources. Some

discussion is in order at this point regarding error sources (1) - {(4).

1, Front End Noise Effects

Receiver front end noise* is a very important limitation both practically
and theoretically. The system power budget is a key first step in any practi-
cal system implementation. Theoretically, this noise must ultimately limit
the achievable accuracy with any processing scheme much as the noise power
density limits the achievable capacity of a communication channel. An impor-
tant aspect of the current study has been to make a start toward achieving an
information theory type “channel capacity” for direction of arrival systems
which would yield bouads on the theoretically achievable performance, thus
yielding a “yardstick" by which one could assess the performance of practical

signal processing techniques.

When the front end noise is the only error source, it can be shown [34,
42] that several common techniques (e.g., TRSB split gate trackers, the DAS
linear interferometric arrays with a preponderance of elements at the array
end pdfnts, and monopulse) closely approach the theoretical limits.
Consequently, there is little to be gained in performance against front end

noise by advanced signal processing techniques.

%
and {(for very low noise front ends) antenna temperature noise

1-4



2. Signal Waveform Quantization

Signal waveform gquantization (e.g., A/D quantization errors) is often
similar to front end noise in terms of its effects on the received waveform.
It may, however, appear in different forms depending on the variables
quantized {(e.g., A/D conversion of amplitude and phase versus conversion of
in-phase and quadrature components). Of course, A/D noise is an instrumental
factor which could be reduced to an insignificant factor as technology
progresses, however, the current state of technology and the dynamic ranges
required in many applications is such that A/D quantization noise can be a
practically important factor. Consequently, we have chosen to include it in

the analysis.

3. Coherent Interfereace (Multipath)

Multipath has been found to be a major error source in most navigation
and ATC surveillance systems - particularly when marginal or unsatisfactory
performance occurs. Figure 1-1 shows the major multipath sources considered
in the MLS assessment, In addition to those illustrated in Fig. 1-1, one must

also consider shadowing by fixed objects (e.g., buildings or terrain).

Some perspective on the incidence of various phenomena at C band in the
vicinity of an airport rumnway can be obtained from table 1-2 which summarizes
the TRSB field tests at various operational runways. Similarly, the Ilikely
incidence of multipath phenomena at L band with 360° azimuth coverage can be
inferred from the results of the Discrete Address Beacon System (DABS)
Transportable Measurement Facility {(TMF) tests at a variety of US sites,
Severe reflection multipath conditions are typically manifested by false
target reports, Figure 1-2 shows the incidence of false targets at the
various TMF sites. The high incidence of false alarms at Washington National
arose from building reflections whereas the false targets at Salt Lake City
are due to reflections from a nearby mountain ridge [4].

The TMF tests also highlighted the problems in providing 360° azimuth.
coverage from a ground based site, Figure 1-3 shows the region where the TMF.

azimuth error exceeded the 0.1° objective as a function of azimuth and

1-3
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TABLE 1-2

MLS MULTIPATH DATA OBTAINED FROM OPERATIONAL AIRPORTS

Alrport

Mypes

~E MTC
J-’Pc UL ks

System tested

Discernible Multipath

»
Error Effects

Azimuth Elevation

Buenos Aires

shadowing -by ILS

Argentina Basic Narrow none monitor

Hondouras Smail Community small errors due to rough terrain
reflections -

Kristiansand, Basic. Narrow small errors at low argles: due to -

Norway rough terrain shadowing and
raflarrinn
b d AT L AL

Brussels Basic Wide - very small. shadowing- by :

C-130. aircrafc -
Charleroi, Belgium Small Community ... none or small errors due to

terrain reflection/diffraction

Dakar,Senegal

Nairobi, Kenya
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TABLE 1-2 (continued)

MLS MULTIPATH DATA OBTAINED FROM OPERATIONAL AIRPORTS

Type of MLS Error Effects
Alrport System tested Azimuth Elevation
Cape May, N.J. "
Crows Landing, Basic Narrow none shadowing by

California

and Small Community

monitor poles

J. F. Kennedy, N.Y.

Basic Narrow
and Test Bed

none

reflections
and/or shadowing
by buildings

1-8



nEREERRRERER

BOSTON MA —]

DEER ISLAND MA

l\i!\\‘i%li!lll!lll!ll

[110845-N] _

WASHINGTON DC

PHILADELPHIA

LOS ANGELES

=

BREA CALIF

*s

SALT LAKE UTAH

S ——E e

L

e |
LAYTON UTAH ]
LAS VEGAS NEV =1

p——

WARW!CKRI? |
lllill!llllllllll[

RN N I O O I s

0 0.25 0.50

Fig.1l-2. Reports labeled as

0.75 1.00 1.25 1.50

false (percent of all reports).




108333-N

SHADED REGION IS WHERE SIGMA AZIMUTH > 0.100°

AN VAAAAN

NS S SN A NN N AT

m

ANANNNR

AN

E(\NARARRY

 AAAVANMNN

AilA !

ANRRRAN

B3NN NANNY

L, B

" - &)

(bap) NOILYA33

200 220 240 260 280 300 320 340
AZIMUTH {(deg)

180

llI]llIIllfIlllIIlilliIlIll’l'Illll

NAMOLNMOG %

ADOINVH
— 1VILN3aN¥d

— SADJVIS

ANVYO
YSV.

1404

AVLIdSOH ‘I

3dIdANVLS

1H9Is3y08 U
ANIYHS

I 1 | | - 2

50

Q o o o o
< M « -

(sbuyjas Bo)y jo Jequnu 8A|D|3d)
NOILOVY44Id 40 IONIGIONI

'se diffraction errnrs at Logan

1

Incidence of mcropu

Fig, 1-3.
Airport.

1-10



i

elevation angles together with the local skyline at Logan International
Airport (Boston). We see that the regions of unacceptable performance
correspond closely to diffraction by buildings, and other skyline objects.

$imilar diffraction phenomena were encountered at many of the other TMF sites

[6-8].

The incidence of diffraction phenomena at low elevation angles is of
particular importance for navigation and surveillance systems which provide
enroute or terminal area 360° azimuth coverage. Studies of the distribution
of aircraft as a function of elevation angle show that most of the aircraft
within 150 miles of a ground site are at elevation angles less than 2° [70].
Figure 1-4 shows one such computed distribution. We see that 257 of the

aircraft are at an elevation angle less than 1°.

One of the current ATC navigation deficiencies is the provision of high
quality navigation data in mountainous regions. In fact, the need for such
information has been an important stimulus for developing a 360° azimuth
capability in the MLS system [41], Sites with upsloping and irregular terrain
present a multipath challenge to azimuth, elevation and ranging systems since
the multipath location parameters (e.g., relative azimuth, elevation, time
delay) can have a far greater spread than is the case over flat terrain. It
had been thought that the small scale roughness associated with such terrain
would cause the multipath levels to be significantly lower than was the case
for nominally £flat terrain. However, Tecent measurements over irregular
surfaces at Camp Edwards, Mass., (Figs. 1-5 and 1-6) have shown (Fig. 1-7)
that such terrain can yield specular multipath with levels comparable to the
reflections which arise over flat terrain [5].

Recent work in multipath modeling [5, 6] has shown that both reflection
and diffraction phenomena can be represented by a sum of discrete rays (i.e.,
plane waves} which have essentially the same characteristics* as the direct

signal ray from transmitter to receiver, Improved signal processing

*e.g., the multipath signals have the same signal waveform as the direct path
signal when the receiver is not moving.
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techniques must capitalize on the (often small) differences between multipath
rays and the direct signal ray in terms of

(1) azimuth and elevation angle as measured from the ground
antenna

(2) time difference
(3) amplitude
(4) carrier frequency, and

(5) relative rf phase

For angle (i.e., azimuth or elevation) measurement navigation or
surveillance systems, a key issue is whether the multipath signals are inbeam
or out of beam, i.e,, whether the angular separation of the multipath signal
from the direct signal is greater than 1.5 3/D where D/) is the ground antenna
aperture in the scan plane*. Multipath which is out of beam typically can be
handled with by more or less standard signal processing methods (i.e., low
sidelobes and appropriate acquisition/validation algorithms [28, 29]). By
contrast, inbeam multipath generally presents a much more difficult problem

for standard signal processing approaches.

Angle errors due to diffraction generally are caused by 1 or 2 inbeam
multipath rays {28] as are certain terrain reflection error phenomena. By
contrast, building reflections are generally out of beam for azimuth measuring
systems, but may be inbeam for elevation [29]) angle measuring systems. As a
consequence of the above considerations, methods of reducing the effects of
inbeam multipath has been a principal consideration in the studies reported

here,

*
far ranging (a_g. NIME )
E R N et = SRt =Y A= ey AF A bk J

with a time delay  1/signal

toma rthe corrag
tems Lne Ccorreeg

(=3
d ]
bandwidth.

bt
7
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4. Calibration/Monitoring Effects

Many of the advanced signal processing methods of greatest interest
typically attempt to estimate additional features (e.g., error sources) of the
recelved signal environment and then utilize that information in estimating
the direct signal parameters. Others attempt to use certaln detalls in the
received signal structure to favor the desired signal*. In either case,
system performance may become much more sensitive to certain system
imperfections such as signal path equalization and component operation.
Consequently, the degree to which one must calibrate and monitor the various
signal paths is an important practical consideration in considering advanced

signal processing techniques.

5. Summary of Error Source Discussion

From the considerations above we concluded that 4improving multipath
performance should be a principal objective for advanced signal processing
techniques since the other error sources are typically 1) not the primary
limitation on achievable performance or 2) (as in the case of front end noise)
there is theoretical reason to believe that little improvement is possible

over current processing approaches.

C. Objectives of This Study

The overall objective of the study reported here has been the evaluation
of signal processing techniques for unavigation applications utilizing data-
processing as a means of improving system accuracy without increasing the
antenna size. Since most of the results are also applicable to ATC
surveillance systems, we have not tried to separately address the case of
surveillance systems. The principal focus in the work has been on methods
which accomplish wavefront analysis with a multiple element/multiple receiver

array (such as shown in Fig, 1-8) since:

*e.g., MLS flare guldance "single edge” processors, DME delay and compare
circuits [28].
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(1) this type of system preserves the wavefront information
(e.g., phase and amplitude) along the aperture

(2) the bulk of recent algorithms and theory utilize such a
system as theilr starting point

(3) most air derived navigation systems can be shown ({by
A e ol drar nmmad Anrn+d o) = m han
ri L¥ )

LG‘:L.J.pl.UL.Ll._y considerations
system, and

(4) the DAS system under study as a means of providing 360°
terminal area azimuth coverage in an FAA/Federal Republic
of Germany (FRG) joint program utilizes such an array.

Each of the points [(1) — (4)] above will be detailed at various points in the

subsequent chapters.

The array signal processing studies have emphasized methods for improving

multipath performance. Specifically, we have sought to:

(1) analytically calculate the (theoretically) achievable
performance with particular emphasis on the effects of
front end nolse and/or equipment errors (e.g.,
calibration errors, and A/D quantization) in the presence

-

UJ. Lllu.LLj.PdLll,

(2) assess the comparative performance of candidate advanced
array signal processing techaiques including FRG
scheme(s) and representative US technology (e.g., maximum
likelihood methods and autoregressive modelling) via
analytic studies, simulations and sampled aperture field
data,

P |
understand hardware implicat

implementation for the wuore prOmising techniques (e.gs,
cost and complexity to achieve desired performance and
capacity), and

~
L2
Seme

(4) 1investigate how the aperture sampling technique results
might be applied to TRSB angle guidance signal

processing.,
D. Report Qutline

The model for the received signal characteristics is a key step in the
development of improved signal processing techniques. Chapter II discusses

appropriate models for a single received wavefront and a time sequence of
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wavefronts. These models include both deterministic signal waveforms (with
unknown parameters) and random process representations whereby the observed
data is the output of a deterministic linear filter (with unknown parameters)
peing driven by a random process.* Also discussed in chapter I1 is trhe con-
cept of a spatial covariance function since the use of such covariances are a

key feature of many advanced signal processing techniques.

Chapter III discusses theoretical performance bounds on estimating the
direct signal parameters (especially, angle in the scan plane of the array)
when front end noise is present, These bounds provide benchmarks to compare
the performance of the various specific techniques which are discussed in
chapter IV. The Chapter IV technique discussion includes methods suggested by
the FRG for use with DLS/DAS as well as a number of techniques under active

investigation in the U.S.

Section V quantifies the performance of a number of the most promising
techniques at mitigating the errors due to multipath (principally inbeam).
The comparison here utilizes both simulation results and the results of field
measurements with several experimental arrays. It is shown that when the
received wavefront complexity is low {(i.e., a small number of received rays)
and reasonable signal to noise ratios (SNR) exist, certain advanced signal
processing techniques can provide a substantial increase in performance over
classical approaches. With complicated wavefronts and/or low SNR, the ad-
vanced method performance typically is comparable to that of classical meth-

ods.

In view of the direct applicability of the advanced techniques to DAS
type aperture sampling systems, an investigation of unique bardware implemen-—
tation issues for such a system was conducted. Section VI discusses a number
of these issues in the context of the Lincoln experience in using such a
system to analyze terrain reflection multipath and experimentally validate the
simulation results for multipath rejection by advanced signal processing

techniques.

*This latter model is similar to that which is utilized in Kalman filtering



Section VII considers the application of the advanced signal processing
techniques to the MLS angle guidance or subsystems, Although
reciprocity/duality considerations would allow one to utilize such techniques,
at least in prineipal, there are practical problems associated with the loss
of phase information in envelope formation. Two avenues around this problem
are considered: coherent demodulation (using, e.g., the TRS8 DPSK
transmission) and direct reconstruction of aperture information £from the

envelope data.

The final section summarizes the results and makes several recommenda-

tions for future work.



II. ALGEBRAIC DIRECTION FINDING PROPERTIES OF LINEAR ARRAY ANTENNAS

This chapter is concerned with certain fundamental limitations on the
direction finding capability of a linear array. Our basic assumption is that
the signal environment is specular; i.e., the array essentially sees only a
finite number of plane waves, Specifically, we consider ideal arrays of
uniformly spaced, isotropic elements. 1In principle, our basic model can be
extended to include more realistic situations. For example, nonuniform arrays
and/or mutual coupling between elements [71] can be handled by specifying the
correct functional form for the direction (steering) vectors. However, the
reader is advised to exercise a fair amount of prudence in applying our

results to non-ideal situations.

As will be seen in Chapter III, the resolution capability of an array is
theoretically 1limited by the total available signal-to-noise ratio. In
practice, most “super-resolution” algorithms (see Chapter IV) require many

time observations of the array signals in order to perform well.

The treatment of "multiple look™ algorithms Is simplified by adepting a
suitable stochastie model for the received signals. We use the standard
complex representation for the observed quadrature data, and the signal and
noise components of the data are assumed to be uncorrelated circular (complex)
random processes with zero mean, Unless otherwise stated, the noise 1is
"white"; i.e., the noise covariance matrix N is a (positive) scalar multiple

of the identity matrix I,

Since many fundamental results depend only upon second-order statisties,
a significant fraction of this chapter is devoted to a study of the algebraic
properties of the signal covariance matrix S. An attempt has also been made
to motivate certain covariance estimates that have generally proven useful in
direction-finding applications. These estimates are described in terms of

formal matrix operations applied to sample covariance matrices.

A. Signal and Covariance Models

In subsection 1, we present the basic signal model and briefly review an

exact method, due to Prony [48], for extracting directional information from
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ideal data. Unfortunately, when a modest amount of noise is present, the
direction-finding performance of the (exact) Prony method and similar
approaghes may be quite poor. After introducing appropriate statistical
- models for signal and multiple time observations in subsection 2, we consider
a least squares extension of Prony's method in subsection 3. This approach
leads naturally to the concept of a time-averaged and spatially smoothed
covariance estimate, Time—averaged covariance estimates (i.e., sample
covariance matrices) are frequently encountered in the contex of (digital)
adaptive arrays, but the role of spatial smoothing in direction-finding was
not (widely) recognized until relatively recently. The relationship between
the adaptive array theory and the covariance estimation techniques which arise
with the extended Prony and certain other methods is emphasized in subsection
4,

1. Ydeal System Model

The postulated signal environment on a single observation, consists of I
narrowband plane waves arriving from distinct directions 64. The complex
amplitude of the 1th signal at the array phase center is p,, and the signal

received at the zth element 1is

I
s, = ] p, exp {ia [2~(L+1)/2]}; 2=1, . . . L . (2.01)
g 45 1
The received signals depend on the directions of arrival only through the
(phase) angles

= 2qg & - '
a, 27 3 sin ei, i=1, « « . I (2.02)

where £ is the element separation and A 1s the (common) wavelength of the
signals in space. For arbitrary a, we introduce the L-dimensional direction

vector vy(a) with elements

vz(“) = exp {Jal2~(L+1)/21}; 2=1, . . .L . (2.03)



Except when needed to avoid confusion, the (length) subscript L for a

direction vector is usually omitted.

The basic linear relationship (2.01) between the signals received by the
elements and the complex signal amplitudes at the array phase center can be

standard matrix n

otation,

(2.04)

|

|
| =
]

where j[==j£(£9 is easily constructed from the true direction vectors, i.e.,

Vi) 2 v(e) + . . v(a)] (2.05)

RO AR |

~n
e

The L-dimensional vector s is called the received signal. To avoid possible

confusion, we will refer to the I-dimensional vector E_as'the signal~in—gpace.

An attractive way of estimating signal directions 1is to examine the
angular spectrum of the received signal. Conventional spectral {periodogram)

analysis suggests that we calculate the complex inmer product
s(a) £ v & (2.06)

where the subscript H denotes the complex conjugate {Hermitian) transpose,

Angle estimates are then extracted from the spectral peaks, 1.e.,
maxima |S(a)| => {a,} .
vl i

When only one signal-in-space exists, the angle spectrum 1is easily

computed. Setting s = v(a;) in (2.06) gives

,—nA Hl\ rd ~
S.(a) — v (a} v (a,)
1 - -1
= g (a-al)
where
w(a) A sin ol/2
o sin a/2
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is the familiar "gain" pattern characteristic of a uniformly illuminated

aperture. The first null of w(a) occurs at

a A 2n /L (2.07)

which suggests that ap 1s the appropriate definition of "angular” beamwidth.

The incremental relationship

Aa=2ﬂ%cosﬂbe

P
[ V]
.
o]
b
St
]

between the angle a and the direction o follows easily from

Rearranging this equation leads to

Aa _ AB ;g cos 8
B A

which establishes the equivalence between ap and the directional beamwidth,

A A
Oy " 1f£ cos 8 (2.08)
conventionally used for arrays with aperture length 1¥. The cos 6 factor in
(2.08) 1s explained by the effective loss of aperture exceeded by a

(broadside) array when receiving a signal in any direction other than 8 = 0.

When more than one signal in space exists, the angle spectrum based on a

gingle periodogram is specified by a sum of (sin Lx)/sin x functions

S(a) = ) Py wio - ai)
i
When all of the signals present are separated by two or more beamwidths,
the magnitude of S{a) will have separate peaks which can be assoclated with
the various signals in the sense that the peak locations are close to the
actual angles of arrival {ai}. For angular separations between one and two
beamwidths, separate peaks may or may not occur depending on the relative

amplitudes and phases of the signals. When the dominant peak locations
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coincide with the actual angle of arrivals, we say that the signals are
resolved. Normally, two signals separated by less than a beamwidth cannot be
resolved with Fourier (i.e., periodogram) methods. In fact, there is no
single minimum separation for resolution applicable to all values of the
signal-in-space (complex) amplitudes {pi}. However, the conventional practice
is to use the Rayleigh criterion* of one beamwidth separation as an indlication
of resolution capability for conventional array processing. The periodogram
spectrum estimate is essentially identical to TRSB envelope observation. In
the TRSB context, lack of resolution is typically associated with "inbeam”
multipath. The TRSB rule of thumb has been to use an angular separation of

1.5 beamwidths as the inbeam/out-of-beam boundary.

The desire for improved resolution has led to a number of adaptive
"super-resolution” algorithms based on the same ideas found in nonlinear
spectral estimation methods (e.g., see [19]). An algorithm theoretically
capable of ‘"super-resolution” first appeared nearly ' two centuries ago.
Generally known as Promy's method [45], the algorithm has recently been
discussed in [46]. A description of Prony's algorithm is also available in
(471,

Prony's Method

To apply the exact Prony algorithm, the signal data are assumed to

satisfy a linear, recursive relationship of the form

2=1,‘- + ey L~-1I . (2-09)

0n
+
[ ] o]
W
0
1
o

The complex resonances of the signal are the roots {zi} of the polynomial

Alz) 21 + az . . .+ aIzI (2.10)

=(1"'Z/zl) . & (I"Z/ZI) »

*
The Rayleigh criterion is based on the spectrum obtained from averaging a
number of observations, as will be discussed in the next section,
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One first solves an appropriate set of I equations obtained from (2.09) for
the unknown polynominal coefficients {a,, . . . a;} and then computes the
£ i

roots of the polynomial (2.10) to determine the signal resonances.

To show that any signal of the form

I
2
. 8y 1£1 e, %4 H arbitrary 2 (2.11)

can be represented by (2.09), first comstruct the polynomial coefficents from
(2.10) using the resonant "frequencies” {zi} in (2.11) as the roots of the
polynomlial. Consequently, A(zi) is zero by construction, and hence we can

immediately write

Foed (1r § a2 = ] e AGy -0
ghy 171 e LY G T

A simple rearrangement of the left-hand side leads to

I I I
2 L
[ L e,z +1 a [ 7 ez, ]=0
1= P gy moy 1R

Simplifying the bracketed terms with (2.11) yields the desired result (2.09).

Comparing (2.11) with (2.01), the resonant frequencies in the direction

finding application comsidered here are seen to lie on the unit circle, i.e.,

Z = e . (2.12)
Consequently, the angles of arrival can be easily obtained via

@y = arg z, . (2,13)

i
Once the correct frequencies are known, ome solves an appropriate set of
equations from (2.11) for the remaining coefficients (cl, .« s cI); together
with the angles {ai}, these coefficients determine the complex amplitudes {pi}

~%

of the signals-in-space. When the actual data samples do not satisfy (2.09)
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due to additive noise, etc.,, the estimates generated by the exact Prony

algorithm may be significantly in error.

2. Received Signal Models

In practice, the observed signal is nearly always modeled by
superimposing a ‘“noise” vector onr the signal actually received, The
discussion in this chapter is based on the premise that the dominant sources
of system error exhibit the same temporal characteristics as additive thermal

noise,

Assuming K independent observations are made, the data available for

processing are represented by
(k) = s{k) + n(k) ; k=1, . . . K . (2.14)

Each vector of observed data is referred to as a "snapshot,” and the elements
of a snapshot are called its "samples.” Thus, the available data generally
consist of K snapshots, taken at more or less arbitrary instants of time.
Each snapshot contains L samples, taken simultaneously at the uniformly spaced
elements of the array. The noise component of the data, n(k), is assumed to
be a white, ergodic random process with respect to the snapshot (time) index

k'

Over typical processing intervals, the directions of arrival will not
change significantly, In contrast, the signals-in-space typlcally vary with
time. Since the behavior of the signal source(s) is generally unpredictable,
a stochastic signal model is often appropriate. In this case, the gtatigtics
of the signal process are usually assumed to be time invariant. In general,

we write the covariance (matrix) of an arbitrary complex random vector z as

LE 22N (2.15)

z

where E{ } is the expected value or “"ensemble average" operator for the

underlying probability space.
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When the signal and noise processes are essentially uncorrelated, the

covarlance relationship

R=S+N (2.16)

follows directly from (2.14).. The relationship between the (received) signal
covariance 5 and the signal-in-space covariance E.A‘E{E.EF} follows easily

from (2.04), i.e.,
s=vepyl . (2.17)

The diagonal elements of P represent the power levels of the signals—-in-
space. If the off-diagonal elements are identically zero, then the signals-
in-space are said to be (jointly) uncorrelated and, for an ideal array, the
signal covariance matrix § will exhibit the Toevnlitz property, i.e., 5, . = Cm—n'
Any signal s with a Toeplitz covariance matrix is said to be spatially

stationary. We generally refer te a Toeplitz covariance matrix as a

correlation matrix.

The stationary case occurs most naturally when the signals—-in-gpace
originate from (statistically) independent sources. Examples of uncorrelated

gsources for ATC application include:
(1) overlapping DME interrogations at a DAS ground station,

(2) synchronous and asynchronous garble at an ATCRBS or BCAS
angle-of-arrival sensor,

(3) specular and/or diffuse multipath which has a large

relative Doppler frequency (i.e., scalloping rate)
compared to the system measurement rate.

If significant specular reflection or diffraction multipath with a low
scalloping rate 1is present, the signals—in-space are no longer uncorrelated
since their relative phases and amplitudes are determined by geometry and the
physical environment (terrain featutres, buildings, etc.), When multipath is
inbeam, the signals-in-space are likely to maintain a fixed amplitude and

phase relationship over an entire processing interval, In this case, the



signals-in-space are said to be perfectly correlated and P is a singular

matrix,

3. Estimation of Covariance Functions

When system errors are present, one can proceed by several different
avenues to estimate the signal parameters,
(1) estimate the plane-wave parameters on 1Individual
snapshots using (2.01) and (2.14). This approach leads

one to methods such as the maximum likelihood estimation
procedure to be discussed in the next chapter,

(2) wutilize a procedure which is based on knowledge of the
ensemble signal and nolse covariances. The ensemble
covariance must be estimated from the sample data, A
variety of techniques exist based upon various covariance
estimates, and several of these will be discussed in
Chapter IV,

(3) make a least-squares estimate of the parameters in a
signal model which encompasses the range of expected
signal environments. This typically leads to an explicit
form of covariance estimation.
Here, we consider a least—squares extension to the exact Prony method. This
appro’t Taals te a rohust covariance estimation technique that has been
proven effective in a wide variety of situations and also leads naturally to

the concept of spatial averaging.

When random noise is present, the basic recursive relatiomship (2.09) is
only approximately true for the observed samples. A pragmatic approach that
leads to a very tractable algorithm is to choose polynomial coefficients that
minimize the deviations from the ideal Prony model. For example, by
introducinglthe error at the gth element as a function of the time index k.

i.e.,

I

Zl BT+

(k) (2.18)

-

A
eg(k) = rz(k) + ,

we can easily find the coefficients that yleld the smallest errors over M = L-I

elements and X spapshots in the usual least—-squares sense,
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To solve this problem effectively, introduce

Wit L (1, 815« - aI) (2.19)

and
r & e (o, e ), oL 0] (2.20)

where a superscript T denotes the wusual transpose operation. Using these
definitions, we may write (2.18) as
H

el(k) =wr

T, &)

Thus, the minimum mean square error

M K
Flutn = T T e (1)) (2.21)
{ai} m=1 k=1

is completely equivalent to

M K
2 H 1 H
" = min w E—w z Z r {k) r (k)]‘g (2.22a)
w MK m=]1 k=1

subject to the constraint

(2.22b)

The problem iIn (2.22) is that of minimizing a quadratic form with a
(simple) linear constraint on the weights. The general solution appears later
in a slightly different context. For the present, our interest lies in the

operations to be performed on the data.

The data-dependent term appearing in (2.22a) can be expressed in terms of

the usual "sample” covariance matrix

K H
} z(k) r(k) (2.23)
k=1

4

|
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by introducing the rectangular sampling matrices of the form

A=l I]o) (2.24)

where the subscript m denotes the first column in which a "one" appears. The
sampling matrices are useful for expressing the data vectors introduced in

(2.,20) in terms of the actual snapshot data, i.e.,
r (k) = A r(k) .

Since Em(k) is separable in m and k, it follows easily that

The “"spatial smoothing"” operation that remains can be