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Abstiract

Radars that are developed for the purpose of monitoring aircraft
landings in the terminal Air Traffic Control system can be designed to
explpit the relatively high signal-to-noise ratio that characterizes the
power budgets calculated for such a link, An interferometer using a pair
of low gain antennas can be used to obtain passive coverage over a large
azimuth and elevation sector. A large base line can be used to obtain the
desired elevation angle estimation accuracy. An optimal tradeoff between
the width of the subarray aperture and the width of the interferomecter base
line is performed that achieves a specified elevation angle estimation error
while minimizing the overall height of the interferometler configuration,
The algorithm searches through the class of antenna patterns that can be
synthesized from so-called finite impulse, linear phase digital filters.

For the specific problem of designing an elevation sensor for monitoring
landing aircraft of final approach, the elevation angle can be estimated
with no more than l-milliradian rms error when the aircraft is within
+60° azimuth, 2. 5 to 40° elevation, using two 7-wavelength subarray
antennas spaced B wavelengths apart.

In Part II, the design of a separate sensor for resolving the inter-
ferometer ambiguities is formulated as a hypothesis testing problem and
solved using statistical decision theory, A bound on the probability of an
ambiguity error is derived that accounts for the effects of ground reflection
multipath and receiver noise. Acceptable performance can be achieved
using a 4-element non-uniformly spaced array (0, 3,2, 6.4, 1l.2 wave-
lengths) with relatively inexpcnsive dipole-antennas mounted on tri-planc
reflectors,
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PART 1

SUBARRAY APERTURE VS INTERFEROMETER BASE I.INK

1.0 Introduction and Summary

There are certain practical applications in which direction-finding is
to be performed in an environment of high signal-to-noise ratio (SNR), In
particular, in the terminal area of the Air Traffic Control (ATC) system,
aircraft begin their descent for landing within twenty miles of an airport.
Hence, radars developed for the purpose of controlling or monitoring air-
craft approaches can exploit the relatively high SNRs that characterize the
power budgets calculated for such a link, An interferometer is ideally suit-
ed for this situation in view of the fact that a pair of low gain antennas can
be used to obtain passive coverage over a large azimuth and elevation sector
(i.e., % 60° azimuth, 0 to 40° elevation), and a large base line can be usecd
to obtain the desirerl angle estimation accuracy, Furthermore, the antennas
and the basic phase measuring equipment can be fabricated to provide reli-
able low maintenance performance, The ambiguity lobes, which are implicit
in the interferometer configuration, can be resolved by utilizing a non-uni-
formly spaced array in conjunction with minicomputer signal processing,

An experimental system referred to as the Precision Altitude and Landing
Monitor (PAILM) has already demonstrated the efficacy of this technique
[Ref. 1].

in Part I of this report, the optimum design of the basic two-element
interferometer is presented., In particular, an optimal tradeoif between the
width of the subarray aperture and the width of the interferometer base linc
is performed, with the geoal of achieving a specified estimation error while
minimizing the overall height of the interferometer configuration, This is
accomplished by deriving a sensor design equation that accounts for angle
errors as a result of receiver noise, hardware imperfections, and multi-
path. The errors are expressed in terms of parameters that characterize a

large class of antenna patterns (those that can be synthesized for so-called



optimum finite impulse response, linear phase digital filters). By method-
ically searching through this class of antenna patterns, the optimum inter-
ferometer configuration can be determined.  For the problem of designing
an ¢levation sensor for monitoring landing aireraft on final approach, it is
desirable to estimate the elevation angle with no more than 1-milliradian
rims errotr when the aircraft is within the 1 60Y avimuth, 2. 59 to 40° ele-
vation coverage region, The optimum solution consists of two 7 -wavelength
subarray antennas spaced § wavelengths apart, which corresponds to an

overall width of 15 wavelengths or 13,5 {t at 1.-band.

n Part I of
this report, The problem is formulated as a hypothesis testing problem and
solved using statistical decision theory., The optimum receiver is a heam
forming array that points the antenna beam to cach of the ambiguous ele-
vation angles, The true angle is chosen as the one for which the measured
power is the largest, An upper hound on the probability of an ambiguity
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and receiver noise., Numerical results for some obvious designs are given,
It is shown that acceptable performance (ecrror rate < 0. 004 at worst case
phase) can be obtained by using a 4-element rlonuniformly spaced array
(elements at 0, 3.2, 6.4, 11.2 wavclengths) of relatively inexpensive dipole

antennas on tri-plane rcflectors,




2.0 Interferometer Design Equations

If a large coverage region is desired using a passive stationary radar,
it is necessary to usc low gain antennas. As a result of the fact that the
directive properties of the antenna pattern arc sacrificed in favor of cover-
age, accurate angle data can be obtained only by measuring the relative
phase between two such antennas when they are physically displaced from
each other as illustrated in Fig. 1. Such a direction-{inding system is
referred to as a phase comparison monopulse or an interferometer. When
a plane wave of energy is incident upon this radar at an elevation angle e,
the phasec at the lower antenna lags the phase at the upper antenna by an

amount

¢ = 2m DB sin ¢ (1)

where DB is the interferometer base linc measured in wavelengths, Let

U =sine (2)

denote the direction cosine of the incident radiation, then the unknown ele-

vation angle can be estimated from

oy
]

$/2m Dy . (4)

It is immediately apparent that the phase detector can only measure
the phase modulo 2w, hence the elevation angle estimate will be ambiguous
whenever sin e increases by more than 1/DB' It will be shown subsequently
that apertures spanning approximately 8 wavelengths will be needed to obtain
the requisite accuracy (i, e., = 1 milliradian), Due to the fact that coverage
up to 40° in elevation is required for terminal area ATC applications, it is

apparent that a multiplicity of ambiguity lobes will occur, It is well known
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Fig, 1. Phase comparison monopulse or interferometer.,




[Ref. 2], however, that the ambiguities can be resolved by the judicious
placement of additional antennas to form a sparsely filled array., This is an
important issue, which shall be treated separately in Part II of this report,
For now, this report will focus on the design of the basic interferometer.

In particular an examination has been made of the estimation performance
caused by phase measurement errors that arise as a result of the presence
of receiver noise, hardware imperfections, and multipath. In the next sub-
sections the basic design equations will be derived that account for phase
measurement errors in a guantitative manner that illuminates the hardware

design tradeoffs that are possible.

2.1 Front End Noise Error

In practice, the mixer preamplifiers in the front end of each of the

channels introduce a neoise component, which, through the action of the

i iid L4 [-3 O Aol il livdl

=]

limiters preceding the phase detectors, results in a noise component being
added to the phase term in equation (1), This noise term places a funda-
mental limit on the accuracy with which the elevation angle can be estimated.
Using the Cramer-Rao bounding technique [Ref. 3], it can be shown that this

performance limitation for a two-antenna array is given by
¢, = (2n D) snR™1/2 (5)

where T refers to the rms error in the estimate of the direction cosine,
and SNR denotes the signal-to-noise ratio at the input to the mixer pre-

amplifier. The rms error in the elevation angle estimate is therefore

0, ¢,/cos e (6}
which, of course, for small e is essentially the same as equation (5),
Clearly the estimation error can be made small by either increasing the

separation of the antenna pair or increasing the SNR.



For typical applications, the signal-1o-noise ratio, in the absence
of multipath and antenna paltcrn consideratlions, has been conservatively
estimated to be 26 dB for an aircraft at 20 mi as indicated in the power bud-
get itemized in Table 2,1, As a basic rule, it was reasonable to work with
a 100-watt aircraft transponder that provided an effective radiated power
(R of 20 dB relative to | watl., IFor almost all tecrminal area applications,
aircraft will enter the system no farther than 20 miles in range which yields
a path loss of -126 dB,

The signal-to-noise ratio will be further increased by the gain of the
receiving antenna. lowever, the actual gain depends on the aperture and
amplitude taper of vertical array, which are to be determined by the optimi-
zation algorithm. Therefore, at this point the gain must remain unspecified.
Regardless of the exact shape of the elevation pattern, however, coverage
must extend to within the 3-dB} azimuth beamwidth, Thercefore, we must
anticipate an additional 3-d13 Joss for an aircraft located at the outer edge of

the azimuth coverage region.

In order to eliminate multipath signals caused by buildings, hills,
and other aircraft that may be in the coverage region, only 0, 2 usec of the
0.45-usec pulse is integrated in the receiver, As a result of the fact that
the received energy is the power times the time duration, then the factor
10 log 0.2x 10~ = -67 d1 accounts for the associated energy loss. The

noise power density, N_, is -199 dBw/11z corresponding to a receiver with

an effective temperatur?: of 1000°K. The nominal signal-to-noise ratio,
SNRO, is therefore found to be at Jeast 26 dI3, lligher acecuracy could be
achieved by averaging the angle estimates for separate pulses within an
ATCRBS reply, e.g,, if on the average, cight pulses are present the SNR

would be increased by anolher 9 dI3,




TABLE 2,1

POWER BUDGET FOR A TERMINAL AREA ELEVATION BEACON RADAR

Aircraft ERP 20 dBw 100 watts

Path loss -123 dB 20-mile range

l.oss at beam edge -3 4B 3dB-off boresight
Integration time -67 dB sec 200 nsec

Noise power density -199 dBw/Hz 1000° K noise temperature
SNRO 26 dB

Gain from averaging over 9 dB 8 pulses present {average)

separate pulses of a reply

2. 2 Instrumental Errors

Hardware errors manifest themselves as phase measurement errors
as a result of the fact that the phase detector characteristics are not per-

fectly sinuscidal and cannot be completely accounted for using calibration
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tables. Furthermore, imperfectly cut cable lengths and temporal variations
in receiver characteristics also result in drifts that are difficult to complete-

ly eliminate. Since

p = ZnDB sin e {7}

_ -1
then 0, = (211])1,)) ()¢ (8)

where o, is the corresponding error in the estimate of the direction cosine,

and 0'1) ts the rms phase measurement error.

2.3 Multipath Errors

The final source of error to be considered is caused by ground multi-
path, It has been determined in reference [4] that multipath will produce a

phase measurement error given by



p sind gin @ \

{ i i/
1 ] -1 2
6¢ = tan (] i “p cos Ql) tan (l ! hpACOSQ‘Z) (9)
where p is the ratio of the multipath to direct signal level measured at the
output of the antennas, and 8, is the phase of the multipath relative to the
*
direct signal at the ith antenna. Considering a worst case for 9] and 92

yiclds

5 = 2 sin” ] P (10}

As a result of the fact that the previous expressions have been in terms of
rms values, introducing the worst case multipath crror may result in an

overly pessimistic design, cspecially because the worst case values of Qi

are not + n. If instead we assumec that the Qi arc independent random
variables uniformly distributed over (-mn, 1), it is found that

66 = 0

o2 2 4

8 = p totermsinp . (11)

Using o, to denote the corresponding (rms) error in the elevation angle

1-

direction cosine, and applying equation (7}, il is scen that

-1
o, = (2TDL) p (12)

2.4 Antenna Pattern EffectAs

The primary discriminant against ground reflection multipath is the
antenna pattern developed on the subarray aperture. In order to account for

the way in which the antenna design affects the SNR and multipath, this

"\Ql = cos  p, and 6, = cos = p.

TFor small values of p, the rms error is half the peak error.



section is concerned with the canonical antenna pattern illustrated in
Fig. 2. The pattern is designed for coverage over a region € in to € ax
Within this region, the mainlobe has ripples of magnitude 20 log (1 + 6p)/
A - 6_0) dB, controlled by the parameter 6p. For a flat earth it is expected
that the multipath will arrive within the region -e¢__. to -e . Within this
min max

region the sidelobes are 20 log 65 less than the nominal antenna gain, being
controlled by the parameter 63. Due to the fact that the transition region
from the passband to the stopband is fixed at 2 € nin’ then the ability to
achieve the specified passband and stopband ripples will depend on the width
of the subarray aperture that is available on which the pattern is to be syn-

thesized,

As a result of the target and multipath signals impinging on the
antenna beam at angles above e_ . and below -e_ . , respectively, the
min min
effective reflection coefficient measured at the antenna output is always less

than

bg

(=

Potf =1 -

5 rle) eze .. (13)
P

where p(e) is the reflection coefficient measured at the antenna input for tar-
gets at elevation angle e, Therefore from equation (11), the rms error in

the elevation angle estimate caused by multipath is always less than

6

oy = @rDp)™ T ele) (1)
p

Intuitively, it is suspected that the larger the subarray aperture, the smaller
will be the ratio of stopband ripple to lower edge passband attenuation,

65/(1 - 6p), thus reducing the multipath induced error. With the realization
that smaller errors are also achieved by increasing the interferometer base
line, equation (14) begins to illustrate the tradeoff that exists between the

width of the subarray aperture and the interferometer base line.
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In addition to reducing the multipath induced angle errors, the shaped
beam developed on the subarray aperture also has some gain that may cn-
hance the signal-to-noise ratio of the link and thus improve performance,
Due to the fact that worst-case performance is being designed, care must be
taken to account for power losses as a result of the target signal impinging
on the antenna at the passband edge. First, the gain is calculated for an
antenna using a uniform illumination to obtain coverage over an elevation

sector of width BWe and an azimuth sector of width BW__. The gain is

g!
simply

_ 4 (50.9\ (50.9
G, = 4n (Bwaz) (],)W ) . (15)

ef

In practice, the antenna is to be fabricated using radiating dipoles with b

1 half-
wavelength spacing over a ground plane. The width of the ground plane is
chosen to have a 3-dB azimuth beamwidth of BWaz' In other words, no
amplitude tapering is being developed for the azimuth beam, and the contri-
bution to the gain equation will be given by the second term in equation {15).
In the elevation plane, however, significant amplitude tapering will be used
in order e cutoff, If N
elements are to be used in the vertical array (with half-wavelength spacing),
the width of the aperture is (N - 1)/2. For a uniformly illuminated array,

the beamwidth would be

2
BW_, = 50. 9(‘N—_—‘1) (16)
and the gain in equation (15) would be

_ 50,9
G, = 2m (N - ”(—Bw) . (17)

az

For an array in which the half-wavelength excitations are tapered according

L L Y LL2 2 omendi
to the coeificients

11



N -1
fa } . g
nn=0
the antenna pattern is
N-1
Ale) = E a exp(i nm sin e) | (18)
n=0

The gain of this pattern is the gain for the uniform illumination reduced by

a factor referred to as the taper efficiency [Ref. 5] and is given by

L2
(3_. an)‘
n = =

N Eaz
n
Hence, the gain in the boresight direction is

) 50.9
G, = 2wn (N - 1) G;W;) (20)

[P, Lo casn oy i o F

and is, therefore, a function of the ant pattern generated

=]

e
sis procedure. The SNR calculated in the power budget analysis in Table 2.1

is therefore increased to

SNR (N;a) = G, (N;a)- SNR_ (21)

R I T ~d L O /4 T T A o waoy vy s ] ~
where the notation SNR{N;a) is used as a reminder of the dependence on the

.

width of the subarray aperture and the elevation taper coefficients

al az...a

N
Additional losses in signal power will occur as a result of attenuation
by the passband edge and multipath fading. At the output of the antenna the
amplitude of the target signal, which has incident amplitude A and is located
in the center of the passband, will be As\f%O. From equation (18), the ampli-

tude of the antenna pattern on boresight is 2 a whereas its value at the

12



passband edge is 1 - Bp. Therefore, if the target is located at the passband

edge, its amplitude will be reduced to

1 -6
t
= P
Ag ASJ’GO e . (22)

Similarly the amplitude of the multipath signal at the stopband edge will be

K
t _ % Vg
Ap= Plemin) As~So Far : (23)

Due to the fact that this can combine out of phase with the direct signal,

multipath fading can occur, which reduces the signal amplitude to

, _l-6 -ple o)
Ag - Ap= Ag Gy

_ ITiin B ] (24)
Zan

Therefore, the reduction in amplitude relative to the boresight value is

simply {1 - 6p - ple ) GS]/E a . Thus, the increase in SNR, as a result

min
of antenna gain, is offset by losses caused by passband cutoff and multipath

fading, which results in an effective operating signal-to-noise ratio of

50.9 1-8 _Bs p(emin)
SNR(N;a) = SNR_+ 20 log [2un (N - 1)( +20log 1
—— O I_))Waz }_‘I an

(25)

where SNR0 refers to the 26-dB value computed in Table 2, 1. It should be
noted that all of the quantities are easily computed at each step of the
iterative process. The above SNR value is used to include the effects of
these losses in the elevation angle error caused by the receiver noise. The

contribution to the rms angle error, equation (5), becomes

oy = (anB)'l s.NR(N:g)'l/2 . (26)

13



2,5 Sensor Design Equation

Due to the fact that errors caused by noise, hardware imperfections
and multipath are independent, they can be added in an rms sense to give
the total error design equation, Therefore, combining equations (8), (14)

and (26), this equation becomes

2 2 2.1/2
0sinee_‘(orl-}UZ-l03)
: 2) 1/2
- (24D )—] ] ; 2 | Fs ( /
= (D) ) TRy e T 0 P ) -
l - L 1% 4 ] vers

For a given subarray aperture (which fixes theé number of elements N) and a
given aperture taper, 6p and 6s can be determined, and the values for
equation (25) and the bracket term in equation (27) can be computed, The
interferometer base line can then be chosen to yield the desired accuracy
LN milliradians. For tactical military operations, it is esscntial that the
overall height of the array be as small as possible., Therefore, it is desired
to find that aperture taper (anc‘idcorrespondingr subarray aperture width D;)
and interferom(iter b\?se line DIIB such that the °n milliradian accuracy is
achieved and DI; + Dé, the total width of the interferometer, is a minimum,
In order to solve this optimization problem it will first be necessary to
establish an antenna pattern synthesis technique that exhausts the class of
antenna patterns having the canonical antenna pattern illustrated in Fig, 2
for which the sensor design equation was derived; this is the topic to be dis-

cussed in Section 3, 0.

14



3.0 Optimum Antenna Pattern Synthesis

In order to design an antenna pattern that satisfies the constraints on
coverage and ripple widths illustrated in Fig. 2, information contained in the

1

sy Tlers 1n
LVATs {}{Gf 6] anua ana

paper by
will be used. In particular, the results of Parks and McClellan [Ref. 7],
which is a filter synthesis method that minimizes the approximation error
to an ideal bandpass filter, shall be used. The optimization is performed
over the class of finite impulse response (FIR), linear phase digital filters.
The mapping from elevation angle space, e, to frequency space F is defined

by the relation
F=025(sine - sin eo) . (28)

The solution to the filter design problem yields a frequency characteristic
that is symmetrical about DC; whereas in the antenna design case, the pat-
tern is to be located in such a way that the center of the transition region is
located on the horizon. This translation is accounted for by the sin e term
in equation (28) from which e, can be intepreted as the electrical tilt angle
and can be implemented by applying an appropriate phase taper to the antenna

elements.

In the antenna design problem, the maximum and minimum elevation
angles {e and e . )over which passband coverage is to be obtained are
max min
specified. These elevation angles correspond to the passband and stopband
edges Fp and ]F‘S in the filter design problem. The duality is more clearly
demonstrated by comparing the filter design specifications indicated in Fig.3
with those for the antenna illustrated in Fig. 3. From this comparison, the

following relations can be written:

Fp = 0. 5[sin € hax " sin eo] (29a)
-Fp = 0.5[sine . - sin eo] (29b)
-Fs = 0, 5[sm(-emin) - Bin eo] ) (29¢)

15



9l

—_—
' T48-4-17209

LINEAR MAGNITUDE

Cmin C Emin e Cmax  CLEVATION ANGLE fe! K FaEQUENCY ©
3 £

STOPBAND — — PASSBAND

R ine - s 3
~RANS TON wiDTw F=050sine~sines}

Fig. 3. Filter design, antenna design duality,



From these equations, it is found that

¥F_ =0, 25[sine -sine_. | (30a)
P max min
F = F +sine_, (30h)
5 P min
L{F 1 F L)
e = sin P_ S) . (30¢)
° 2

The optimum FIR digital filter synthesis algorithm also requires specification

of the number of filter coefficients, N, and the ratio
K=256/8 i (31)

The algorithm then generates the finite impulse response that minimizes (in
a minimax sense) the approximation error to an ideal low pass filter and
results in the corresponding values of 6p and 66. The computer program
used was {with minor modifications) the same as that described and docu-
mented in [Ref. 8], The design algorithm is implemented by specifying K
and Fp and Fs’ which fix the transition width; then the deviation 65 and also
6§ = K 66 are minimized, Figure 4 illustrates some of the experimental
results of the relationships between these parameters obtained by Parks and
McClellan [Ref. 7]. Figure 4(a) plots 6p vs Fp for a length 29 filter, which
indicates that a 3. 32-dB fluctuation in the sidelobe level can be obtained by
varying the location of the passband edge. This rather peculiar behavior
has significant implications regarding the synthesis of antenna patterns and
will be presented in Section 4. 0, IFigure 4{b) indicates the reduction in
sidelobe level that is possible by increasing the length of the fiiter. In terms
of the antenna pattern design, this simply indicates that larger apertures can
achieve lower sidelobe levels, which in turn means a reduction in the effects

of multipath.

17
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In Section 4. 0 this filter design algorithm will be applied to generate
a large class of optimum antenna patterns. The parameters of the antenna
patterns are used to evaluate the sensor design equations developed in the
preceding section, This aids in the performance of the tradeoif between the

subarray aperture and the interferometer base line.

19



4.0 Optimum Interferometer Design

The results of the preceding scctions shall now be combined to
develop a methodology for performing an optimum tradeoff between the
interferometer base line and the subarray aperture. 7To begin, the number
of elements in the array are fixed at N. This fixes the width of the sub-

array aperture at

Dg = (N - 1)/2 (32)

where-one-half -wavelength scparation between elements has been assumed,
¥or this value of N, a value for the parameter K = t}p/f)S is then chosen,
and the corresponding optimum antenna pattern is designed, which results
in optimal values of 5p and 65. These values are applied to the sensor
design equation, equation (30), and solved for the interferometer base line
needed to yield a ¢ D milliradian estimation error for a target at the mini-

mum elevation angle, € nin’ Solving equation (30) for DB gives

5, 2)1/2
1000 ] 2 B
Dp(KiN) = (2??5)2§N11m7“§f to, ! [E 5 p(emin)]}
(33)

As a consequence, for fixed N, different values of K result in different
optimal antenna tapers with different values of ﬁp, frq and boresight gain;

hence the interferometer base line needed to ensure the Oy milliradian error
is indeed functionally dependent on the weighting parameter K, Therefore,
a search is performed over all possible values of K to determine the mini-

mum interferometer basc line I)]J)(N). The total aperture width of the

interferometer is then

Fd

D(N) = (N - 1)/2 + D(N) (34)

which depends on only the number of antenna elements N. A search is then
performed over integer values of N until the aperture of the antenna complex

is minimized.

20



The foregoing ideas can be demonstrated most clearly by way of an
example: Suppose it is decided to design an interferometer for monitoring
aircraft landings in which the rms errors arc to be no larger than I milli-
radian. Coverage from 2. 5° t0 40° in elevation is required over an azimuth
sector 160° in extent. TFor multipath reflections from flat dry gound, the
magnitude of the reflection coefficient as a function of aircraft elevation
angle is illustrated in Fig. 5. For an aircraft at the minimum elevation
angle, 2. 50, the reflection coefficient is -3 dB., Assuming that it is possible
to construct a receiver in which the phase measurement errors caused by
hardware imperfections will be less than 1.5 electrical degrees, the follow-

ing set of parameter values arc established:

SNR = 26 dB
O

o‘D = 1 milliradian
e = 40°

max

e ., =2 58°

min

p(emin) = -3 dB

8] .
o‘¢ = 1,5 (electrical)
The passband and stopband cutoff frequencies are then determined and used
as an input to the filter design program, In the next step, the number of

elements in the subarray is fixed, e.g., N = 10, which gives a subarray
aperture of 4.5 wavelengths., If a uniform illumination were applied to the
aperture, the antenna gain would be 13.9 dB. In fact, the filter synthesis
algorithm results in nonuniform distributions that are functionally dependent
with K = 10, 0, the los

s
as measured by the taper effi-

Ay i1 Ic L.

on the parameter K = §_/6_, e.g. in gain causcd by

i A A .
the use of a ta.ycu't;u amp

d
ciency, equation (19}, is -2.3 dB. In addition the synthesis program outputs
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Fig. 5. Reflection coefficient for smooth, flat, dry land vs angle of
incidence.
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the minimizing values of 6p and 65, In this case the values are 6 = 0.5947,
and 65 = 0. 05947 corresponding to 11, 9-dB passband ripples and -28. 6-an
sidelobes relative to the boresight gain. The numerical values of 6p and BS
are then used in the sensor design equations (25) and (27) to determine the
effects of the passband attenuation and multipath, e.g., at 2. 5° elevation,
the target signal will be attenuated an additional -11. 9 dB3 as a result of the
lower edge cutoff of the antenna pattern. When the effect of a fade caused
by multipath is considered, the loss increases to -14 .47 dB. These losses,
as well as the effects of the multipath induced angle errors, are accounted
for simply by substituting their values for the effective gain and passband
and sidelobe levels into equations (25) and (27), which then yields the inter-
ferometer base line that is needed to support 1-milliradian-rms angle error.
For the preceding values, the required base line is 20. 4 wavelengths.
Combined with the 4. 5-wavelength width of the subarray aperture, the total
interferometer width {when K = 10, 0) is 24, 9 wavelengths. Of course,
varying K will cause this total width to vary, and in order to find the small-
est possible width a search over a range of values of K is required. The
results for the 10-element subarray are plotted in Fig. 6. The minimum
interferometer aperture in this case is 23. 75 wavelengths at K = 26,5

(6p = 0, 7151, 65 = 0, 0269 ).

It should be emphasized that the preceding design for a 10-element
array is the optimum, dependent upon the condition that the upper edge of
the passband is required to be precisely 40° (emax = 40° Fp = 0,321)
However, in Section 3.0, it was indicated that the optimum filter designs
were functionally dependent on the passband cutoff frequency, Fp[O. 5(sin
€ ax " sin eo)], In the antenna design problem, there is some flexibility in
the actual coverage region specification, and it is therefore important to
explore the sensitivity of the optima with respect to the parameter € hax’
This is plotted in Fig, 7, which illustrates the minimum interferometer
aperture as a function of the maximum elevation angle for which specified
coverage is desired, viz e ax' For a fixed number of elements, it is
apparent that the fluctuation in the minimum aperture width can be signifi-

cant. For the 10-element design, the aperture for a 40° coverage is 23. 75
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wavelengths, but only 18.4 wavelengths if the coverage region is expanded to
66°. Due to the fact that there is no loss in using an antenna pattern that
gives larger coverage, it is obvious that the latter design should be used.
Also plotted were the minimum aperture widths for 11-through 15-element

designs versus the coverage parameter ¢ In cach case the best design

operating point is chosen to be the value :;Tjnax no smaller than 40° for
which the overall aperture is a minimum, The results are tabulated in

Table 4 1. Also tabulated was the slope of the antenna pattern at the horizon,
and the parameter K = 6p/65 because these give an indication of the likely

sensitivity of the performance to antenna hardware crrors.

TABLE 4.1
CHARACTERISTICS OF OPTIMIZED DESIGNS

Tnterferometier  Maximum  Horizon
Number of Aperturc klevation Slope
Flements (wavelengths) Angle (degrees) (dB/deg) K.= ép/{)s
10 18.4 67,5 3,67 13,66
11 17,1 8.0 3,79 15,78
12 16. 2 50,5 3. 84 15,85
13 15,6 45,5 4,22 17. 30
14 15, 2 41.0 4,23 14,74
15 1.0 37,0 4,29 17.05
t 16 14.9 35.0 4,57 19.90

Although the design for a 16-element array would probably be accept-
able from a coverage point of view, it cannot be used in practice because the
interferometer base line is 7. 4 wavelengths, which is smaller than the
physical separation required for the two 7. 5-wavelength apertures of the
subarrays. The smaller base line could only be accommodated by offsetting
axis of the two subarrays which would then cause an
additional phase shift to the interferometer measurement whenever the air-
craft was not in the azimuth boresight plane. Therefore, the optimal solution
is obtained by the 15-element subarrays (7 wavelengtihs wide) spaced 8 wave-
lengths apart, It is interesting that the optimuim solution is essentially a filled

aperture,
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The optimum antenna pattern is illustrated in Figs. 8, 9, and 10.
The amplitude taper nceded to generate the optimum antenna pattern is
illustrated in Fig. 11. A linear phase taper would also be applied to the
elements in orde¥ to electrically steer the beam to center the pattern at
19. 0° in elevation. If a uniform taper were applied to the same physical
aperture, the antenna gain would be 15. 8 dB. However, the taper used to
obtain the sharp cutoff and sector beam coverage has a taper efficiency of
-11.5 dB. The signal loss as a result of the attenuation at the passband
edge is 0 4B indicating that the boresight gain occurs on the boundary of
the passband constraint region (1 1 6p). When the possibility of a multipath
fade is considered, another -0, 4 dB loss is incurred. Adding all of these
effects produces an effective output SNR of 29. 8 dB, which is the number
used in calculating the contribution to the rms error caused by receiver
noise. It was found that the sidelobes were -27.9 dB down from the bore-
sight gain; and because the boresight gain and the gain at the passhand edge
are equal in this particular case, the multipath is -30.9 dB lower than the
direct signal (a -3 dB-multipath reflection coefficient was assumed), The
final parameter of interest is the slope of the antenna pattern at the horizon
which indicates how fast the lower edge cutoff is rolling off. For this
example, it proved to be 4, 3 dB/deg, which may not be unreasonable to
maintain in practice. In case it is unreasonable and other designs must be
chosen for practical reasons, the horizon slopc and the interferometer
widths for the optimum designs (as a function of N) have been tabulated in
Table 4. 1.
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5.0 Conclusions

A synthesis technigue has been developed that performs an optimum
tradeoff between the subarray aperture and the base line separation of a two-
element interferometer. Rcceiver noise, hardware phase detector errors,
and ground reflection multipath are simultancously taken into account in the
algorithm in order to obtain a specified elevation angle estimation accuracy.
Each antenna pattern in the class over which the search was performed was
the elevation domain analog of an optimum finite impulse response, linear
phase digital filter. They could therefore be directly synthesized using a
design algorithm developed by IParks and McClellan, The optimum designs
were found to be functions of the maximum clevation angle (i.e., the pass-
band edge of the analogous digital filter), Ior the example studied, it was
fortuitous that the specified coverage corresponded to a stationary point;
hence the antenna pattern corresponded to an equiripple filter, The same
result could therefore have been obtained using the Hofstetter, Oppenheim,
and Siegal algorithm [Ref, 9], although the actual algorithm specifications
are not as straightforward as with the Parks, McClellan algorithm. Further-
more, the latter technique produces the best designs for any coverage con-

dition, which could be important in some applications,

The synthesis method was used for an example that typifies the
requirements for an elevation sensor that provides ground derived elevation
data for landing aircraft. ¥Vor 2. 5% to 40° coverage, it was determined that
two T-wavelength antennas spaced 8 wavelengths apart would support 1-milli-
radian elevation angle errors, In its present form, the antenna pattern
design applies a uniform constraint on the magnitude of the sidelobes in the
multipath region. As a result of the fact that the multipath reflcction
coefficient decreases in magnitude for aircraft at higher clevation angles,
‘additional degrees of freedom can be introduced in the optimization by
applying a sidelobe constraint function that increases in proportion with the
decrease in the reflection coefficient, This alteration can be incorporated

into the filter synthesis computer program with little difficulty,
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Another possibility for further reducing the subarray aperture is to
use the antenna synthesis technigue proposed by Evans [Ref. 6], which seeks
the minimum phase taper rather than the linear phase taper considered in
this report. There is some indication that fewer elements are required to

obtain the same antenna pattern specifications.

There remains the issue of ambiguity resolution which always arises

an interferometer. This is derived from the

A

fact that more than one cycle of phase is traversed whenever the elevation

angle increases by more than sin_1 DB' For the example, it was found that

DB = 8 wavelengths; hence, the unambiguous region extends from only 0 to

7.2° Asa consequence that coverage from 2. 5° to 40° was desired, there
will be five ambiguity lobes that must be resolved. In Part II of this report,
i point of view of the statistical decision

theory to determine an optimum strategy for resolving the ambiguities.
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PART 1i

OPTIMUM ANTINNA DESIGN I'OR AMBIGUITY RESOLUTION

1, 0 Introduction

In Part ] of this Technical Note, a design algorithm was developed
that could be used to {ind the oplimum tradcoff belween the subarray aper-
ture and the interferomecier base line for a sensor that would estimate ele-
vation angle to some requisitc accuracy, A design for a typical terminal
Air Traffic Control application was given in which it was found that errors
less than 1 milliradian could be obtained using 7-wavelength antennas spaced
8 wavelengths apart, As a result of the fact that the angle estimate is based
on a measurement of the relative phase between the iwo antennas, ambiguous
angle estimates occur whenever the elevation angle is greater than 7, 2°,

As a result of the fact that coverage is usually desired over a much wider
region, typically up to 400, it is clear that an additional antenna complex

will be needed to resolve the ambiguities,

If only phase comparison data are available, ad hoc solutions to the
ambiguity resolution problem already exist [Ref, 10]. These schemes
usually require that the elemental antennas have enough vertical aperture
to provide some discrimination against multipath. An alternative scheme
is to use very simple dipole antennas and measure the amplitude and phase
of the incident signals. In this way the multipath discrimination can be
obtained by properly designing the array antenna pattern. This approach
appears to have received no attention in the literature and will therefore be
the subject of this report. I will be shown that the ambiguity resolution
problem can be formulatced as an M-ary hypothesis testing problem for which
the optimum solution can be obtained using statistical decision theory.
Bounds, on the probability that receiver noise and multipath cause an
ambiguity error, are calculated, As in Part I, the design of an elevation
sensor is considered in detail, The performance bounds are evaluated for
ground reflection multipath and used as a guide in the selection of the num-

ber of additional antennas nceded and the inter-element spacings, It is
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shown that the probability of an ambiguity error for a 4-element nonuniform
array, with antenna elements located at 0,0, 3.2, 6.4, and 11, 2 wavelengths,
is less than . 004,
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i
2.0 Mathematical Formulation
It is assumed that N antenna elements, which are located at positions
dn/K wavelengths from the bottom antenna, arc available, wheren = 0,
1,...,N -1, and d‘(‘) = 0 as indicated in Fig, 12, Provisions have been made
to measure the amplitude and phase at the outputs of each of these antennas.

These outputs can be modeled as

- g MY ad ) :
r, = A exp ilg + ZTl(dn/ ) sin e] W (1)
where, in the simplest case, the only form of interfercence is caused by the
receiver noise, denoted W This is a zero mean complex, white, Gaussian
random process with variance

—— 2

il =20

H

Letting y = A exp j ¢ denote the unknown complex amplitude of the received

M

signal; t dn/K, the element spacing in wavelengths and v = sin e, the

direction cosine of the elevation angle e, equation (1) can be written as
ro=yexpjernt vitw, . (2)
For a two-element array, of the type studied in Part I, the data are

iy “—‘Y-I'WO

(3)

2]
i

y exp j{2n Tu) 4 W

where T = tN = D/X\ measurcs the total aperture width in wavelengths, Hof-

stetter and Delong [Ref. 11] have shown that the optimum estimate of v is

v = (arg r) - arg ry)/2nT (4)
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which is the interferometer or phase comparison monopulse solution. The
data in equation (3) and the estimate in equation (4) are ambiguous whenever
v increases by more than 1/T. For coverage over an angular region from 0
to e , the direction cosine varics from 0 tou , (= sin e }, which in
max max max
many applications is larger than 1/7T, resulting in amnbiguous data. In fact,
the clevation pattern of the interferometer will have M = [u_max/T]Jr ambiguity
lobes, where [x]_}_ denotes the smallest integer = x. In order to make the

g - -

0 expt

o

ambiguity lobe dependence clear, it is useful s the parameter v in

the following way
u=uv,t— (5)

where 0 = Yy = 1/T denotes the relative position of v as it would appear in

the principal ambigui - some integ

1/T, while m/T (m

0 to M - 1) locates the ambiguity lobe in which the true parameter value is
located, It follows, therefore, that the two-element interferometer is capa-
ble of estimating only the local part of v, namely V- This estimate will be

denoted as v, and is determined from equation (4), viz

0

~
T

= (arg r, - ar

o v
[~} 1 L'Jr

<

VenT (6)

0 0

In Part I, the design of the two-element interferometer was con-
sidered in detail. Basically it was established that it was possible to con-
struct an antenna pair having the smallest possible subarray aperture and
interferometer base line to achieve a prescribed error in the estimate of
vg- This error is usually quite small {~1 milliradian); hence, if the correct
ambiguity lobe were known (c. g., m ), a very accurate estimate of v could
be obtained simply by taking v = {}0 + m/ T, The problem is in the determi-
nation of m, which is known only to be some integer from 0 to M - 1. Two
antennas are clearly insufficient for the determination of m, hence, addi-
tional elements must be provided for this purpose. In fact, it is proposed
that a separate antenna complex be used to perform this function, thus

separating the local estimation and ambiguity resolution functions in practice
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as well as in concept. The two-element interferometer yields the estimate

1’30, which is very close to the true parameter value, e Therefore, there
are M possible values for the estimate of v :

A~

Yo
Uy ¥ 1/T

Uy + 2/T

+{M-1)T

The problem of determining which integer value to choose can be formulated

as an M-ary hypothesis test in which the mth hypothesis is

H ¢ 3, ,=0,+m/T m=0,1,...,M-1 (7)
Using the data vector r = col(r,, Ty, Tp, ..., Ty _ 1), where r_ is given by _

equation (2), it is desired to decide in favor of one of the M hypotheses. As
a result of the fact that the aircraft for which the elevation angle is being
estimated is equally 1ike1y to be anywhere within the proposed airspace, the
Bayes rule that leads to the minimum probability of erroneously selecting the

e Wil

wrong hypothesis (i. e., ambiguity lobe) is given by [Ref. 12]: declare H if

and only if
p(lem) > p(}:lHk) k=0,1,...,M-1;, k# m, (8)

where Dfrl H ) is the probability density function of the random vector r

under the assump’cmn that the kt

hypothesis is true. As a result of the
fact that the noise terms in equation {2) are Gaussian, this density function
is easily computed. In fact, the likelihood function can be shown to be given

by
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N-1 2

k) = Z {rn exp[‘j 2 GO 4 1;) tn]} : 9)

n=0

The optimum test declares in favor of hypothesis H if, and only if, {{m) >
((k), k=0, 1,...,M-1; k# m. In practical terms, the processor scans
the antenna pattern to the M beam positions, JO +k/T, k=0, 1,..,,M -1,
and chooses the beam position for which the power measured is largest. It
is important to note that the scanning is actually done in software, with the

antenna elements being entirely passive.

It will be useful to simplify the notation for the test statistic in equa-

tion {9). Signals are defined by the vectors s (f)k) = col[sO(Gk), sl(f)k), ey

s - 1 (0]
where
sn{u} = exp j ZﬂUtn {10)
N-11
Using the inner product notation, < x, y > :I% ) xny:, the test statistic
can then be written as n=0

(k)= |< r, 8(y) > (11)

In Section 3. 0, this expression is used in the development of a bound on the
probability of an ambiguity error as a result of the presence of receiver

noise and multipath,
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Using Bayes' rule, the probability that the receiver declares the in-

correct ambiguity lobe is

Ple)= | Plele ) ple,) de, (12)

where e is the true elevation angle of the aircraft, and p(es) represents

the probability density function or the relative weighting to be given to that
elevation angle. Although the value of the average probability may be of
some interest, it is standard practice to base the design of an Air Traffic
Control sensor on the worst case condition. This is especially important
for a landing monitor in view of the fact that an aircraft will maintain a fixed
elevation angle for a reclatively long period of time. It is also important
that the probability of an ambiguity error be low during that time segment.
Therefore, the effort will concentrate on the development of the conditional
error probability P(e\ es}. To put the conditional event into the decision

theoretical framework, the following definitions are needed!

Us=sm eS (13a)

m = [TUS]_ {13b)
_ . m

UO— US T (]3C)

where [x]_ the largest integer = x. Then the direction cosine of the true ajr-

craft elevation angle can be written as
v, Tug T o= (14)

whence, m can be inte
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The estimate of U g 60’ is developed at the output of the phase com-
parison monopulse system. The estimate of the mth ambiguity lobe, m, is
obtained by selecting the largest of the M values of the likelihood function,
f{k), given in equations (9) and (11). An ambiguity error is made if, and
only if, ¢(k} > ¢(m) for some value of k not equal to m. Therefore, the con-

ditional probability of error is given by

(cle )= 1)[0(0)> (m)U (1) > (m). . f(m-1)> fm)U f(m+1)> {{m)

!
-+
-
Y
il
o~
6!

—

where AUDB denotes the logical '"and/or' union of two events, A and B, In
general ((0), {(1). ..,¢#(M - 1})are correlated random variables that render
equation (15) difficult to evaluate analytically, There is a strong parallel
between the problem of ambiguity resolution and M-ary digital communi-
cations. The so-called union bound has been usefully applied to the latter
problem {Ref. 13], and it is reasonable to attempt its application to the

problem at hand.

3.1 The Union Bou;lgi

Applied to equation (15), the union bound is simply

M-1

Plcle )= Z P [ﬂ(k) > tm) |v_= v, + r%"] . (16)

k=0
k#m

The probability expression in equation (16) is more likely to be analytically

= 4

miadan Im1rla
4 Lot L ieiilal, 1L

Aiatils.
< UIsSLiis

A3 e L
LA LUILL, +41 }JGJ.
is necessary to evaluate the joint probability density function (pdf) for the
random variables, {(k)and {(m), defined by cquation (11). Egquation (11) and
the associated decision criterion represented an optimum receiver config-

uration when the interference was receiver noise. This processor is to be
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used when multipath signals are also present. Therefore, the statistical
description of the random variable, ({in), will be derived for a received
signal that includes the direct and multipath data. In this case, the received

data vector r has components

TS Y, OXP JZnUStn + Y €XP JZTTUItn + W

=Yg Sn(us) + Y1 Sn(UI) t ¥h (a7

where Yg = As exp jgps, Y1 © AI exp jan represent the complex amplitudes of
the direct multipath waveforms, and v, = sin . ”I = sin ey represent the
direction cosines of the direct and multipath signals, respectively. Using

equation (10), the data vector can then be written as
rEyg slv ) typs(ug) tw . (18)

The test statistics can then be evaluated by substituting this result into

equation (11). The result is
~ ~ ~ 2
(k)= |ys< s(uy), BV ) > +yp <slvg) sy )>+<w, g(vk)| (19)

where U Ko 60 +k/T. A similar expression holds for ¢{(m).

It is appropriate to introduce the signal correlation coefficient

N~

E exij'rrUtn . (20)

n=10

—

Au) =

AR

This function can be interpreted as the array factor or antenna pattern of the
array of antenna elements. It is the design of this function that is controlled

by choosing the inter-element spacings, to, t ot It will now be

ir N- I
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shown that the probability of error performance depends almost entirely on
the shape of this function.
By definition of the inner products used in equation (19), it follows

that

< E(Ul), g(vz) > = ?\(ul —uz) , (21}

Therefore, equation (19) can be written as

P(k) = | \’SMU"Q - f;k) 1 vy K(UI - Gk) + n(k)|2 (22)

where (k)= < w, S(Uk) > is a zero mean, complex Gaussian random vari-
g

s

able. Its variance is by th re

.
IVEIl DY

Ingo]® = 20° N (23a)

%)= 0 (23b)

follow from the fact that w_is a white noise sequence. Similarly, it

follows that
. - 2
¢(m) = |YS}\ (Us ) Um) i YIMUI ) Um) k ﬂ(m)l (24)

where n(m) is also 2 zero mean complex Gaussian random variable with the

variance given in equation (23) In addition, n(k) and n{m) have covariance

given by
¥y = 26" N N
n(k)n (m)= 5 (0. - 5) (25a}
n{k)n (m) = 0 : (25b)
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It is possible to obtain an expression for the joint pdf for f{m) and
f{k), but the final result is complicated and does not lead to mathematically
tractable results. In lieu of the rigorous approach, a first-order analysis
is performed, which approximates (k) and f{m) as corrclated Gaussian ran-
dom variables. The approximation is quite accurate whenever the effective
signal-to-noise ratio is greater than 12 d13, which will certainly he the case
for the problem at hand. The details are quite straightforward and hence
have been relegated to the Appendix. It is shown that the upper bound for

the conditional probability of error is

M-] :
b(g |'.Js = 1 1;) = E erfc [x mk(p’ o)] (26)
k=0
k#m
where
« 2
eric {(x)= L r /2t (27)
=
2.1/2
2 2
X (p, ) = _1_ (TI_Yﬁl_ ) |§(m“ - |_§,(k)] e
ok 2\ 2o {Ie(m)|2+ o)) % - ZRe[g(m)g"‘(k)x(ﬂ“%‘)]}‘ﬁ
(28)
N m i - .
E(m) = ?{Us '(:0 1 :1:)] * Moy - (”0 1 —r,l?)]p exp j ¢ (29a)
~ .k i A K .
609 = Mo (5 + 5Y] N[ ot F)|p 0o (29b)
L \ /] L A /d
and where the complex reflection coefficient is
.1
p expjo¢=— : (30)
Vs
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In equation (30), p represents the magnitude of the multipath refiection
coefficient, and ¢ represents the relative phasc between the direct and
multipath signals. The purpose of including p and ¢ in the argument of the
erfc function, equations (20) and (28), is to make clear the implicit depen-
dence on these important parameters. It is also interesting to note that the
performance depends critically on the configuration of the antenna array

through the array factor Au).

3.2 Special Case: No Multipath

When the multipath signal is absent, p = 0, and because US = UO + -r-;—,

equation (29) reduces to

£(m) = Mug - ) (31a)

£(k) = K(”o"ao +EIL&J() . (31b)

~

The term - Vg represents the error in the estimate of the direction

1) -
m, vg
cosine as generated by the associated interferometer. For a well designed

system, this error is small enough that the following approximations hold:

E(m) = Moy - Dg)= ) (32a)

m -k} fm-k

£ (k) = k(ug SRR PN (e (32b)

2l H

+ 7 A

In this case, the conditional probability of error reduces to

(33)
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where

v.l2
o= L's) (34)

20

is the signal-to-noise ratio at each antenna element, 7The result is intuitively
satisfying in the sense that it shows that the probability of error decreases
with increasing signal-to-noise ratio and decreasing sidelobe levels in the

array antenna pattern, For a uniformly spaced array, tn =n A, (N-1YA=T,

in(nNA .
\(v) = 1??‘1;3{%?5?% exp[j m (N-1) A . (35)

! . - .
Therefore, as long as A ~ 2 gin € Lax’ where € ax 18 the maximum eleva-

ax
tion angle, then the grating lobe will occur outside the desired coverage

region, and it follows that

b -

Hence, the probability of an ambiguity error is

p(e‘uszuo + I,?,)f (M-1) exrfc (\/Fg) (36)

which represents the smallest upper bound that can be derived. In this sense,

the uniform array is optimum,

3.3 QGeneral Casg

In the general case, in which multipath signals are present, the per-
formance depends not only upon the array antenna pattern and signal-to-noise
ratio; but upon the magnitude and phasec of the reflection coefficient as well.
At any one aircraft position, the relative phase is likely to assume any value

from 0 to 2w. IHHowever, a change in phase can occur only when the path
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length difference betwcen the direct and multipath signals changes measur-
ably, which requires a significant displacemcnt in the position of the aircraft.
As a result of this fact, the value of the relative phase may not change over
relatively long periods of tirne, From a design point of view, this mcans
that the performance bound should be evaluated at the worst case phase.
Therefore, the conditional probability of error, equation (26), is further

upper bounded by

M-1
P(g‘ ng o= Uy 1 “:) Y omax E ez'ftzl‘xmk(p , @Y . (37)
\ 1/ 0 9<2n %o 0

k#m

This bound depends on only the magnitude of the reflection coefficient,

which, in the case of an azimuth sensor or an elevation sensor in front of

o
-
ot
o
¢}
4
s

el1ahsld nT 'I“":}(!f\'l'!:l"]'lﬁ PQ"
1iv LAl a Tew

the values that this paramecicer could take on,

3.4 Special Case: Multipath as a Result of a 1]lat liarth

In many cases of practical interest, it can be assumed that the area
in front of an elevation scensor is flat., Yor thesc sitvations, models exist
that characterize the reflection coefficient as a function of elevation angle.

For vertical polarization, which typifics the elevation sensor design, the

magnitude of the reflection coefficient for an angle of incidence, e is
given by
€ sinc, - (e - cos?' e )1/&
_r 1 by I
P(eI) S T s o “ije (38)
¢, sine;d (¢ - cos eI)

where € = €' - je" is the complex dielectric constant of the reflecting terrain.

Most references give data for the earth in terms of the relative dielectric
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constant, c/co (where ¢ = dielectric constant, and €y = dielectric constant of

the space) and conductivity, ¢, which are related to ¢' and ¢ by [Ref. 14].

¢ =¢fc (39a)

i

" =60 Ng (39b)

where \ is the wavelength in meters, and ¢ the conductivity in mhos/meter,
Using these expressions, the reflection coefficients for dry land and grass,
which represent extreme cases, are plotted in Fig. 13, For an aircraft at
long range (> 1 mile), the angle of incidence will be equal to the elevation
angle of the aircraft, e Therefore, the magnitude of the reflection coef-
ficient can be written explicitly in terms of e, namely p(es). This, in turn,
renders the upper bound on the error probability a function of only the air-
craft elevation angle. Summarizing these results, it is found that for flat
terrain, the probability of an ambiguity error for an elevation sensor for an

aircraft at elevation angle e _ is given by the equations

M-1
P(c |uS =g+ rTn)S Ofn;‘nixzﬂ 2 erfcly . [pley) o]t
k=0
k#m
(40)
v, sin e (41a)
m=[Tv] {(41b)
vy = g - 3%‘ (41c)
2 2
SRS SV S [T
mki" s 2 {I‘g(m)l2 s Jeool? - 2 n [g(m)g (k)x(‘l“)]}l/z
(42)

49



MAGNITUDE OF REFLECTION COEFFICIENT
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Fig. 13, Reflection coefficient at I.-band.
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NI / NN O 2 S Y P :
£(k) = xlus - kUO + _'f)_] + J\LUI —\UO 4 T)Jp(es} exp j ¢ {43)
N-1
1 .
NOEE exp j2muT (44)
n=0
2 1/2
¢y sine_ - (e, - cos e.) /
ple )= — e e v (45)

€ sine + (€ —cosze )1/2
r s r B

These equations are easily programmed for numerical evaluation.
Except for the elevation angle, the only additional parameter to be specified
is @, the signal-to-noise at each antenna element in the array. A power
budget estimate was made in Part I, Table 2.1, that indicated that the signal-
to-noise ratio at the output of each antenna element would be at least 26 dh
without including the additional gain caused by the elemental antenna or the
loss caused by multipath fading. A simple antenna element might be a dipole
on a tri-plane reflector, which would give the desired 1—_600 azimuth and

~ P - . ~
+40° elevation coverage . Using the formula

_ 50.9 50, 9 ‘
G, =4 (BW ) (BW ) (46)
az el

the elemental antenna gain is estimated to be 5 dI3. The necessary margin

for a multipath fade is difficult to estimate in this case, because the exact
shape of the antenna pattern is unknown. Using Fig. 13 and assuming no
multipath attenuation caused by the antenna pattern at 2. 5 elevation, the

design operating point, the worst case multipath fade could be as great as
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15 dB. Thereby resulting in an antenna elemecent signal-to-noise ratio of
16 dB, Using this value for ¢ in equation (42), a plot of the probability of
an ambiguity error as a function of elevation angle can be generated for a
particular antenna array configuration., Specifying the antenna array
requires that the number of elements and the inter-element spacings be
specified. A number of examples will now be evaluated for various antenna
configurations applied to the scenario described in Part I, For that case,
elevation angle estimates having 1-milliradian rms error were developed
by a phase comparison monopulse system using two 7-wavelength apertures,
The phase centers of the apertures were separated by 8 wavelengths, With
the interferometer base line, T, equal to 8, it follows that the direction
cosine has ambiguities at m/8, m=0, 1, 2,...,M-1, By-definition, v = sin e,
where e is the elevation angle, whence it follows that the ambiguous

8] O

regions are 0° -7,18%, 7,18° -14.47°, 14.47° -22.02°, 22,02° -30°, 30

—38._680. Therefore, the number of ambiguous regions, M, is 5,

The most obvious antenna configuration to select is the uniformly
spaced array because its array factor can be written explicitly {i.e.,
equation (35)), and it has fairly low sidelobes, provided that the grating lobe
is outside the 0 to 40° elevation coverage region, This can be assured by
selecting the infer-element spacing, A, such that A le sin € oyt FoOr the
case at hand, € nax - 40°; whence AS 1,56, At first it was thought that the
grating lobe would also have to be kept outside of the -40° to 0° region of
the ground reflected multipath as well, which would have necessitated an
inter-element spacing of As1.01, llowever, as illustrated in Fig. 13, the
reflection coefficient is attenuated at these angles as a result of the nature
of the reflection process which overcomes the effect of the ambiguous lobe
in this region, In order to indicate that this is so, the plots in Figs, 14
through 17 de s1gnate the probab111ty of an ambiguity error vs the elevation

A £, ntenna
4, 5, 6, and 7 antenna

~ Y R i Y
LII CIILS ror

cr)

the 4-element array, the mainlobe width is approximately 10,5 degrees,
Therefore, when the beam is pointed to the 2,5° clevation angle, the multi-
path at -2, 5° will be within the 3-d13 bandwidth of the antcnna pattern and,

hence, is not attenuated significantly to render the effects of multipath

52



1.0
[8-4-17307]

w '+
ok

w

[a]

(&)

w

3 o3

@

O

i

o

L)
—al

s 10

=

D

o

o

=

< 375

L

o

>

-

=

o 108

=

@

o

o

a.
w'h
oo
10°° | i I 1 l 1 | ] ]

o) 2 4 6 8 10

ELEVATION ANGLE (deg)

Fig, 14. Upper bound on the probability of an ambiguity error
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Fig., 15, Upper bound on the probability of an ambiguity error
{(5-element uniform array),
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Fig, 16. Upper bound on the probability of an ambiguity error
(6-element uniform array).
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Fig. 17. Upper bound on the probability of an ambiguity error
(7-element uniform array).
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negligible, This is undoubtedly the rcason for the poor performance of the

4 -element array at low clevation angles.

The relatively more frequent incidence of errors in the 39 to 4° ele-
vation angle region can be tempered somewhat by the fact that the plot repre-
sents an upper bound on performance when the direct and multipath signals
maintain their worst case phase relationship. Therefore, the average per-

formance is likely to be significantly better.

In a practical implementation, the cost of the ambiguity resolving
array increases with each additional antenna element in view of the fact that
in addition to the actual antenna element, an amplitude and phase measure-
ment capability must also be provided., Therefore, there is a premium in
trying to keep the number of antenna elements as small as possible, This
can be done by using non-uniformly spaced antenna elements, As an example,
antennas were located at 0, 3.2, 6.4 and 11. 2 wavelengths from the bottom
antenna which resulted in the array antenna pattern illustrated in Fig, 18,
The corresponding plot of the upper bound of an ambiguity error is illus-
trated in Fig. 19, which indicates that performance, comparable to the 5-
element uniform array, can be obtained, It is likely that even better per-
formance can be obtained by performing a more exhaustive search over all

possible spacings for a 4-element array.

57



i De-a-1m3nt ]i
INTERELEMENT SPACINGS!
0,3.2,6.4,11.2 WAVELENGTHS
Q.81
=
o
Ll
p— -
F
<1
[\
I A~ -~
Z‘ v.or-
z | U
Wl
’_
e -
<1
L
O
w 04
O
o}
s
s | J
(%] - -
g vV vV
0.2H
| o 1oz i ' R U SN
[¢] 10.0 20.0 30.¢ 40.0

FLEVATION ANGLE (deg)

Fig. 18. Antenna pattern of 4-clement non-uniformly spaced array.
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4,0 Conclusions

In Part I of this report an optimum design for a two-element inter-
ferometer was developed for an elevation angle sensor. Although capable of
generating very accurate elevation angle measurements (~1 milliradian) in
the presence of ground reflection multipath, the sensor was intrinsically
ambiguous., A separatc sensor for resolving the ambiguities was proposed,
and a design procedure was developed by formulating the ambiguity resolu-
tion problem as an M-ary statistical hypothesis test, A receiver structure
resulted that could be interpreted as a beam forming array that scanned the
antenna beam to M ambiguous angles, estimating the true angle on the basis
of the position that resulted in the largest power, This strategy was optimum

for the case of receiver noise interference,

The effects of ground reflection multipath were evaluated by deriving
an upper bound on the probability of an ambiguity error., The bound (although
a function of the relative phase between the direct and multipath signals) was
calculated only at the worst case phase, It was shown that low error prob-
abilities (< . 004) could be obtained for a 4-element non-uniformly spaced
array with relatively inexpensive (< $100) dipole antennas on a tri-plane
reflector spaced at 0, 3.2, 6.4, and 11, 2 wavelengths., Combined with the
two -element interferometer, this should be a very effective elevation angle
sensor for monitoring the approach and landing of aircraft. The inter-
ferometer -ambiguity revolving antenna complex for the terminal Air Traffic

Control landing application is illustrated in Fig. <0,
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Fig. 20. Typical interferometer - ambiguity resolving antenna
complex,
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APPENDIX

Derivation of the Large SNR Error Probability

An upper bound on the conditional error probability was derived in

equation (16). The result was the following:

N_T
IVL T I

P(e‘es) < Z P['?.(k) > P(m)|us + f;] . (A. 1)

k=0
k#m

il
<
<
|
I

It was further shown that thec likelihood ratios were given by

(i) = [y Mo = B 4y, - D)+ i) | £ (A. 2)

where 1n(i) is a zero mean, complex Gaussian random variable with covari-

ance
*oo. 20'2 ~ ~
ni)n (G)= — M. - v.) (A. 3a)
N 1 J
pi)n” Gr=0 . (A. 3b)

The development is simplified somewhat by introducing the following addi-

tional notation:

&(i)=ys?\(k)s -GiH-yI?\(UI-Gi) izkorm (A 4)
Then
(i) = |&6) +n()|
=[] % + 2 Re[t™ (@) n(i)] + i) ® (A. 5)

n

l£i)| 2 + 2 Reft™ (3) n(1)]
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where the last approximation holds when the effective signal-to-noise ratio

is high (typically ~12 dB). The noise term becomes
z, = 2 Re[t" (i) n (1)] (A.6)

which is a zero mean, real Gaussian random variable having variance

z
— 40 | Z
2" SN |€i't (A7)
The random variables zm and zq have covariance
402
zm Zk:qﬁ_ Re[ﬁ(m)g(k) A (Um "Uk)] (A.8)
By definition, Gi = GO + i /T, hence equation (A. 8) reduces to
40‘2 m-Kk
2z =20 Re [g(m) E(k) N ("“T )} . (A.9)

The purpose of the analysis is to find an expression for the conditional
probability

P[ﬂ(k) > Q(m)'us S inf]

which can be used in equation (14). Using equations (A.5) and (A, 6), the
computation reduces to

P 0> 10m 1u, = v+ 5] = 2 [l Pz 60l 2y =g 5]

= P[zk -z 7 ]g(ln)lz -lﬁ(k)|2|us = vy +-13,£:]

-

(A.10)
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However, Zige and z ., are zero mean Gaussian random variahbles; hence,

L is also a zero mean, Gaussian random variable. Furthermore, its

variance is

oh = [a(k) - a(m)]”
(A. 11)
z |
dg I |2 | 2 T . fm-K\U
= Y k - .
3 ii&.( oot leim) ‘ Rel_(m)é (k) M= )_l
Therefore, it follows that
. n m
P[l’(k) > ﬂ(m)lUS = Uy { if:l
(A.12)
- oxto (1201 - L)
A
where
© 2
erfc (x) = —— [ exp (-t7) at (A.13)
\/Z'n Jx \d /

denotes the error function.

The critical parameters in terms of system performance are usually
the multipath reflection coefficient, p = |YI|/ |Ys |, and the relative phase
between the direct and multipath signals, ¢ =arg Y~ AYE Vg These

definitions are substituted into equation (A.4), which can then be expressed

as follows:

E) = yg[Mug - O+ Mop - U exp o] (19
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]4etting

£1(i) = £(1) /v, (A.15)

the argument of the error function becomes

leam)| % - Jeao]® .
“A

! \ P! 12 o
e T foleolt
2o il? (m)l2 + lg (k)|2 - 2 RelE (m) £ (k) K(WYI%E)]}Iﬁ

2

|-
—
"
o]
NU‘J

{A.16)

Equations (A. 12)to (A 16) are the bases for equations (26) to (30).
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