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NextGen Weather Mission

Poor weather has caused or
contributed to [1]
— 70% of all aviation delays
— 87% of all aviation accidents
— $1.2 billion of fiscal losses

Reducing adverse impact of
weather on the NAS is one of
the important objectives of the
NextGen Weather Mission

Secretary of the Air Force, Michael Wynne,
emphasizes the Defense Department’s continued
commitment to NextGen. [1]
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2010 [1] http://Iwww.jpdo.govilibrary/newsletter/200708_JPDO_newsletter.pdf
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Disseminates common and
consistent weather
information

Provides standardized and
composable services for

3 NNEW’s Role in NextGen Mission

WARP

ITWS

CIWS

Display
Component

Display
Component

Display
Component

data access and dynamic-

data discovery

Uses shared services in the
SWIM layer, which in turn
relies on the physical FTI
network infrastructure
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NNEW Producers

— Sensors

— Satellites

— Model Generators

— Multi-Agency (FAA/NWS)
NNEW Consumers

— NAS users

— Airlines

— Scientists
NNEW Services

— Web Feature Service (WFS)
— non-gridded data

— Web Coverage Service
(WCS) — gridded data

— Registry-repository —
dynamic data discovery
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3 NNEW Architectural Components
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* Different NNEW
applications have different

needs for w,@
- T im el INess an d J Ittel' Air Traffic Control - Real-Time Surveillance Data A_La_f!.s Control - Ter .._.ﬂ Area Wind Shear Advisories
Data Size: Small{1-2KB) Latency: ~ 500msec Priority: Criticol DataSize: Smoll (1-4KB) Latency: ~(0.5-1 )sec Priority: th -Priority
Rate: 1-2 messages/sec  Jitter: Minima!  Data-Loss: None Rate: 1-2 messages/sec  litter: Minimal  Data-Loss: None
— Data rate = .

— Data loss

* Different data-types have
varying ranges of size, -
and rate of production or ovsie s 5305 o s s s ie vs Ser b et
consumption

Archived surveillance
and Weather Data

Rate: Flexible lJitter: Moderate Data-Loss: None

B Critical Priority
* Without QoS management, B wedumPriorit

applications may cause W Low Priority

111
Tragedy of the Critical Priority traffic stuck behind large number or large size of
Commons”’ traffic of lower priorities at a constrained site (queues, or
hardware interfaces, e.g.)

Several QoS use-cases are listed in NextGen-Net-Enabled Weather Use Cases-V3-2

Transmit Queue
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QoS Definition

“Delivering the Right Information at the
Right Time to the Right People in the Right
Form”

What does this definition really mean
?
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QoS lllustration in Everyday Life
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* Interactive gaming requires low latency
for real-time ‘feel’

* Link to Internet can become bottleneck

* Prioritization of network traffic needed
to avoid game 'jitter’
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* Many home routers support QoS features

» Separates on-line gaming (real-time) traffic from
routine traffic

» Packet prioritization by MAC address or Ethernet
Ports

* QoS feature is localized to home router — QoS info
not used by ISPs (yet)
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QoS in NNEW

* In the context of NNEW QoS implies:

— Satisfying varying bounds on timeliness, data rates, jitter,
and data loss

— Supporting these requirements in an end-to-end and
cohesive manner to provide a common-weather picture to
the NAS

— Fulfilling the requirements in a secure, load-balanced, and
fault-tolerant manner
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Challenges in Providing QoS to NNEW

OO

1. Several potential bottlenecks in the end-to-end pathway
— Any-one bottleneck can adversely impact the entire system

2. Inability to accurately predict resource requirements due

to:

— Shift in messaging paradigm
Point-to-point to publish-subscribe

— Dynamic data-access patterns
Varying size and rate requirements of users
Varying number of messages per user e
Varying number of users of the same or differing priorities ©°st°funderprovisioning

/ ““\
(" Capacty

Resources

N~ " Demand

3. Economics of over-provisioning
— Either pay for over-provisioning for (50% over) the

peak traffic resulting in underutilization of resources M -

— Or suffer adverse quality Tme

Risk for over provisioning

Resources

MIT Lincoln Laboratory =
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5 Challenge 1: Potential QoS Bottlenecks
Across the Different Layers

Application Layer - Contentic

 Middleware

. |
Service Service q—l—l
#1 ] e [ #N : * OS (CPU/memoryl/file 10)
\_ Y, 1
[ B 2 3 : - HW interfaces
J '_i_

A A (

Middleware
> ¥ Middleware Layer - Contention for
0S » Messaging Queues
Hw e + OS (CPU/memorylfile 10)

« Other Services, such as Persistence,
Transaction, & Security

1
|
|
1
I
I
]
]
Interface Interface . .
1 °
| HW interfaces
1
1
1
|
1
1
I
]

Network Layer - Contention for

Switch %
)

« Switch and Router Queues
 Bandwidth to FTI core

« Bandwidth Cost and Latency of the core
network

» Other Services, e.g., Persistence, Transaction,
& Security

FTI Network
Backbone
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Suggested Solutions for Addressing

Potential Bottlenecks

Service
#1 L B B )
Gk

Service
#N
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Middleware

{

oS

Application Layer

* Classify and Prioritize users b
requested and importance of u

* Direct users to Servers* based

Middleware Layer

» Segregate MOMs based on User Priority, and
resource intensiveness of data-types

Providing multi-layered and coherent QoS

s (@B e __
Je—

FTI Network
Backbone

—
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Network Layer

» Configure Switch and
Router for QoS

» Segregate traffic using
VPNs and MPLS TE

» Optimize BW usage by
converging Weather

|__Service BWusage., |

« Comes with built-in support for QoS
* Used in Air-traffic control in UK

» Considered for Euro Control's Single
European Sky Effort

* Investigating DSCP classification of ActiveMQ
packets

Servers* : Origin Server, Distribution Server, and Registry
Repository
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@ Suggested Solutions for Addressing
| Potential Bottlenecks

QoS Issue Strategy
e Additional cores, memory, IO interfaces
OS-Level basi , ioritie
CPU/Memory/I0 contention : OS’VIEVI tht::adcppg;ci;s;pn S
on single physical node e 0S-Level POSIX real-time priorities
e Memorylocking (prevents process paging/swapping)
e Move to multiple nodes

Use priority features supplied with middleware
Enhance middleware's QoS features if needed
Separate message broker instances for different traffic priority classes

e Tune OS network transport parameters (e.g. queue depth, TCP driver

Middleware messaging latency

OS Network [/0 latency

parameters)
s : Bl e Multiple hardware interfaces
dRCRE T ey e Notlikely to be a bottleneck since hardware queues tend to already be
limited in size.
Switch and router latency e Employ QoS features of enterprise class switches

Multiple LANS/multiple switches

G e Blend edge router QoS capabilities with core FTI QoS capabilities to
Bandwidth minimize bandwidth need
e Overprovision

Core network latency e Configure edge switches/routers to provide all possible 'hints'to core
network w/respect to efficient routing of prioritized packets.

MITLincoinLaboratory =

ICN5 20101
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Challenges 2 and 3, and testing
Challenge 1w,

192.168 1"0 X

&
Bandwidth
& : Emulator =
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e
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&»— &

by

Publishers/Subscribers WCS/WFS/Publishers/Subscribers

Lincoln Test bed

* Designed a small testbed emulating the FTI environment

* Designing a testbed-application to

— Approximate resource requirements (challenge 2) and minimize
over-provisioning costs (challenge 3)

— Test potential bottlenecks (challengel)
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Alignment with SWIM’s Vision

* Using SWIM- recommended
software for application and
middleware QoS
management

— Apache Camel/Fuse Mediation
Router

— Apache ActiveMQ/ Fuse
Message Broker

— Apache ServiceMix/Fuse ESB

— Apache CXF/Fuse
ServiceFramework

o - ActiveM.

N 0l Nobble - Activer - Dey - [r... &3 | 5] Lok Laborstory Irtrenet N\ Apache OF ~ Index
view: | AE Messagos ¥ New views 17 Messages — Ratng Filter ~  alery me #

Liira] Created: (AMQ-2636) Add support tor setting the Differentiated Services or Type Of Service on outgoing TCP/IP packetrs ta suppart
Quality Of Scrvice * #e#e

v URA firalapache org M Y @ ratings to moderate (2
teply | eant | view Ihicadod | Show Only this Messans

Add support for setting the Differentisted Services or Type Of Service on outgemg TCP/IP packets to support Quality Of

xey: AMQ-2636
URL: htips. //iysues. apache ory/ac ivemg/browse/4MQ-2636
Projue! A "Q
Issue Type: New Feature
Companents: Transport
Atfects Vurssonz: 5.3.0
Brvwonmunt: Affucts ail OSirs, proposed fix hau onty beun 104ted un Uhuntu 9.10
Reparter; Jesske Berlin
Fix for: 5.3.0

it should be passible 1o specify the desired Differentiated Services class, as outlined i RFC 2475 (http://taols.ietf.ong/Memi/ifc2475), or Type of Service value, on outgong TCP/IP
packers by specitying a dirfServ of typeOtService Tep Transport Opreon (http://actvemn apache org/tcp-transport reterence htmi)

0.9, tcp://somehost. 616167traces falsetso Timeout - L000BBfIServ-AF21
e.g. tepr//somehost: 61616 2trace=falsetsoTimeout=60000ktype®fService=3

Eam part of 3 stutkent group ( maljub®1 t 1 “ ) a1 Tufts Waversaty that ©, implemsnting 1this funchonasity m ACtiveMQ for potimtsd use by MIT
uncoln Labs as part of the NextGen Network Enabled Weather Program (http ki ay/MiNE 8 +HHEW +Wik))

‘Wo would like to contribute our chanyns hack to the ActiveMQ trunk, il possiblie. Af1ached i 3 it patch aganst the $.3.0 1110350 version, which imglenents sotting thie Oittestantiatil
Servicas Clase via a Tep Transport Option on the cORaection Uk

Some notes about thes approach:

The basic undertying machanism for actually setting the bits » the packet headers 1s the java.net.Socket.setTrafficClass mathad, This was
the most elegant implementation out of all the possible implementanons that we came up with

In order for st TrafficClass 1o work in JOK 6, it IS NACASSArY T0 <At tha Sy<tem nroparty Java nat.preferibuaStack to he trm ww found that thic hac pracedent in ActiveMQ
(http: /factivemq, apache, org/multicast -watch- out-for-spvé -vs pv4- suppart-on-your-operating-system or-distnbution or-network.html), but we are hoping that this issue will be resalved
0 IDK 7, 30 that we can wse the IPV6 stack when possible

in addition, the current Implementation only sets the specified Oifferentiated Services bits on the outqoing packets, and has no contral over the Acknowledgments sent bach for those
packets we have yet to find an elegant and cross-platform way to have the ActiveMQ Broker find out what the Bifferentiated Services hits on the incoming packets are directly in Java,
although we ary conurenny pproaches that would mvolve culling o shull senpt from TepTramsportSurver that would utihzy (Ptablus

Wa would like to know If might be interested in accepting this work Into the ACtiveM@ trunk. The sooner you let us know one way or anether, the better, as thes is a single-semaster
project.

1 2010 Aganda | ICNS X7 Ao YMLSpy - [Req I Windows Task Manager 1 Volume Control W C:\Documants and So. T Testhodbesign phss. (B Merosalt Powerboint

 Sponsored student project with Tufts University to support Diffserv bits in Apache ActiveMQ |

* Patch submitted for incorporation into future release |



Alignment of Network QoS with FTI

* Collaborating and cooperating with FTI’s network management team
*Selecting priorities at the application and middleware layer that aligns

with the FTI proposed priorities at the routers
and switch layers

Level of effort by different organizations

DTS - TDM
Resources =
: pplication Lay
Lincoln -
Critical Services VLAN
10 Gbps) (Rate Limited to 10% of Total bandwidth) ) Effo rt

DWDM
Segment

Partitione

SWIM Middleware layer QoS / FT|

Effort

Network Layer QoS

Picture communicated to us by Dr. Edwin J. Zakrzewski,
ITT Corporation, Supporting FAA Telecommunications Services

Group. This is a “Harris Draft Concept”.
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Conclusions

Providing multi-layered QoS provisioning approach that
— Coherently addresses QoS issues across all the layers
— And, it is cost-effective

QoS management entails

— Classifying and prioritizing users using policies consistent across all the layers

— Redirecting users to appropriate WCS/WFS based on their QoS needs (Application-
layer)

— Using multiple brokers as well as queues, selecting the broker’s optimizing
parameters, and investigating DDS and marking of ActiveMQ packets (Middleware-
layer)

— Configuring routers and switches — traffic conditioning and scheduling (Network-
layer)

Our suggested solutions align with the QoS vision of the SWIM and FTI
programs
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Network-layer QoS (In the testbed

W critical Priority c \ Scheduling policies determine how
- High Priority Policing meters the flow and Queueing policies incorporate the packets are dispatched out of
g Medium Priority drops or marks congestion avoidance strategies for the routers. . Example include Strict
- e packetsin excess of TCP. (Weighted Random Early Priority or Class Based Weighted
Best Effort Priority specified data rate Drop, WRED) Fair Queuing (CBWFQ)
1
1
Traffic Conditioning O Queuing/Scheduling
] Policing P . (_ OL.'tPUt.
Classified Queuing with e
Router Packets Congestion Scheduler
Ingress Orm ! Avoidance Strict
_— Claosiiar v Priority

Shapi £
aping ‘7'

1

B
CBWFQ -
B

Unclassified

Router
P
ackets \ ) * Siteil
TxQ >
HW Interface
[ [
Classification commonly Shaping similar to policing. Oytput interface Hw queue qepth
based on but adds queues to support typically ~2-4 pkts. Not a significant
IP Addr, protocol, data rate smoothing source of delay

TCP/UDP Ports
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