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Presenter
Presentation Notes
Good afternoon.  Today I’m going to describe our involvement with the FAA’s System Wide Information Management program  whose goal is to provide the means to create net-centric services to access FAA data.  I’ll also go into detail describing the net-centric services we created to disseminate the weather data products we provide from our Corridor Integrated Weather System.
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FAA NextGen 2012-2025
Transformational Programs

ADS-B NVS DataComm

SWIM CSS-WxCATMT

ADS-B: Automatic Dependent Surveillance-Broadcast    NVS: NAS Voice Switch
SWIM: System Wide Information Management   CSS-Wx: Common Support Services --
Weather CATMT : Collaborative Air Traffic Management Technologies 

Presenter
Presentation Notes
The NextGen  Air Transportation  System, or NextGen, is the FAA’s plan to modernize the National Airspace System (NAS).
NextGen’s goal is to handle increased air traffic demand more efficiently while increasing user access to the NAS systems. 
NextGen involves affects every aspect of air transportation.   Six transformational programs have been identified.
Today I will be focusing on the SWIM program, and to a lesser extent, the CSS-Wx program (formerly known as NNEW) as I distinguish between the roles of each of these two programs.
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FAA Programs Across the NAS
National Airspace System 2009 SV-1

Blue Boxes: Air Traffic Automation Systems
Purple Boxes: Weather Systems

Presenter
Presentation Notes
Yes this is “busy” but the point is to show all of the current systems in the NAS – Tower, TRACON, ARTCC and Weather/Comms/Surveillance, mostly point-to-point non-standard interfaces using their own proprietary data definitions to exchange between programs;  the purple boxes represent individual weather programs existing across the NAS.  A goal of the NextGen program is to provide Common Situational Awareness across the NAS so that everyone is looking at the same data at the same time.
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FAA Weather System Transformation
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Weather Data
I/O Component

Processing
Component

Display
Component

Weather and
Radar Processor

Integrated Terminal
Weather System

Corridor Integrated
Weather System

ITWS

Physical Network
Component

General Data I/O 
Component

Weather Data
I/O Component

Processing
Component

Display
Component

CIWS

Physical Network
Component

General Data I/O 
Component

Weather Data
I/O Component

Processing
Component

Display
Component

Examples of Autonomous Weather Systems

Weather System
Axis 

Transformation

NextGen Transformation

CIWS Data Distribution Service

WARP ITWS CIWS

SWIM

CSS-Wx

NWP

FTIPhysical Network
Component

General Data I/O Component

Weather Data
I/O Component

Processing
Component

Display
Component

Display
Component

Display
Component TBD

Presenter
Presentation Notes
In the weather domain, the FAA would like to create a Single Authoritative Source for weather.  Currently, the WARP, ITWS and CIWS programs have their own I/O interfaces, data definitions, processing algorithms and displays.  Via the NextGen initiatives, we will have one physical network component, the FTI, a shared messaging I/O interface, the SWIM program, shared data definitions and data access interfaces with the CSS-Wx program, and the NextGen Weather Processor algorithms will create a unified set of weather data products.
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High-Level Architecture 
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Data
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Lightning,
1-min obs
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Output
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XML
GW

NWS

Satellite

NWS Network
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NWS NNEW Protocol Bus

MADIS

Command Center  TRACONS Large/Small ATCTs

External Users

FAA Gateway

XML
Gateway

NWP

NWP
Input
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(via pub/sub 
brokers at 
ARTCCs, 
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Data
Store

HRRR,
MADIS,
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NWP
Output
Products

(2) - Salt Lake City,
Atlanta

Raw Radar 
Sensor Formats, 
encapsulated in 
JMS messages
(to address low 

latency goal)

FTI Network

NWS: NationalWeatherService HRRR:HighResRapidRefresh MADIS:MetAssimDataIngest
ARTCC: AirRouteTrafficControlCenter ASR:AirportSurveillanceRadar
TRACON:TerminalRadarApproachControl ATCT: AirportTrafficControlTower

CSS-
Wx

CSS-
Wx

SWIM
Nodes

Presenter
Presentation Notes
A combination of SWIM and CSS-Wx nodes will transport the data between the producers, such as NWP, and the consumers, for example, Air Traffic Control displays.  The NextGen Weather Processor will create the weather products and then publish them to the CSS-Wx node.  CSS-Wx will then carve the data into the product dimensions requested by the clients and the data will then be transported over the FTI to the nearest SWIM nodes who will then deliver them to the client displays and applications. Ideally, products which are requested by more than one client in a given area will be cached at the nearest node so that it is transported just one time across the network.  For example, if the winter forecast is to be used by clients in the DC area at the command center, artcc, tracon and towers, it will be retrieved by each of these clients from the same copy at the nearest node.
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• Background 

• SWIM Program Overview

• CIWS Data Distribution Service (CDDS) 

Implementation

• CDDS Current And Future Subscribers

Outline
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What Is SWIM ?
System Wide Information Management

• Motivation:
– Facilitate data sharing and ensure interoperability between FAA 

systems
– Reduce time to establish new interfaces
– Increase common situational awareness

• Development Plan:
– Segment 1

• Implement a Service-Oriented Architecture (SOA) in the NAS

• Identify industry standards, best practices and COTS products for 
use by NAS programs

• Establish governance policies, processes, and metrics

– Segment 2
• Implement enterprise messaging service for NAS programs (NEMS)

Presenter
Presentation Notes
To develop a single infrastructure which provides the security and message-sharing capabilities used on the FTI for legacy and new systems in the NAS.
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FAA Service-Oriented Architecture

Service 
Consumer

WSDLWSDL

SOAP or
JMS

WSDL: Web Service Definition Language
SOAP: Originally defined as Simple Object Access Protocol

Publish
Services

Exchange 
Messages

Discover
Services

Service 
Registry

Service 
Producer

Presenter
Presentation Notes
A typical SOA consists of three players – producers, who create services and make them known to the service registry using a WSDL, which is a document which describes your service; a service registry which maintains the list of available services, and consumers, who discover services in the registry and then use the WSDL to compose their requests for services.  The producer and consumer then communicate with each other using SOAP over HTTP for Request/Reply interfaces, or JMS for Publish/Subscribe interfaces.
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• Segment 1 (FY09-FY15): Seven SWIM Implementing Programs

• Goal: Create SWIM-Compliant Net-Centric Services to access 
existing FAA data

AIM Aeronautical Information 
Management

Aeronautical 
Information

CIWS Corridor Integrated Weather System

WeatherITWS Integrated Terminal Weather System

WMSCR Weather Message Switching Center 
Replacement 

ERAM En Route Automation Modernization

Flight and Flow 
ManagementTDDS Terminal Data Distribution System

TFM Traffic Flow Management 

The SWIM Segment 1 Programs  

Presenter
Presentation Notes
Seven legacy programs; 3 communities of interest; create SWIM-compliant net-centric services; CIWS is the only prototype system, all of the others are formal FAA systems running operationally inside the NAS
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• SWIM-approved COTS products must be used and a security 
solution must be provided 
– Apache Service Mix, Apache Camel, Apache CXF, Active MQ
– Segment 2 programs may use non-Apache products

• SWIM services must be registered in the NAS Service 
Registry/Repository and must follow the Service Lifecycle 
Management Process:

• Share lessons-learned via monthly meetings
– COTS WG, Architecture WG, TIMs, Apache User Forums

What Does It Mean To Be 
“SWIM-Compliant”

Presenter
Presentation Notes
Segment One has been somewhat of a free-for-all – Here are the COTS tools you are mandated to use, develop your services from all of them, and develop a security solution as well; Implement using our own hardware infrastructure; common tools mandated in Segment 1 to ensure interoperability
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SWIM Will Encourage  
Data And Service Standards

• Data Exchange Models developed jointly with FAA, DoD, 
NOAA, Eurocontrol

• Service standards provide access to data of all types using 
spatial/temporal queries
– OGC Web Coverage Service – Gridded data access
– OGC Web Feature Service – Non-gridded data access

FIXM
Flight Data

WXXM
Weather Data

AIXM
Aeronautical Data

Common Foundations (XML, ISO 19139, GML)

Presenter
Presentation Notes
Although it is not currently mandated, the SWIM program requirements encourage the use of established data standards rather than defining your own XML messages; otherwise, we still have stove-piped services if legacy data definitions remain; define OGC and WXXM involvement for CSS-Wx - program members are members of the OGC Technical Committee and actively collaborating with Eurocontrol, the WMO and ICAO to define the WXXM schema definitions
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• Background 

• SWIM Program Overview

• CDDS Implementation

• CDDS Current And Future Subscribers

Outline
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CIWS Data 
Distribution Service 

(CDDS) at 
FAA Technical Center

NEXRAD 
Level III 

(via WARP)

Presenter
Presentation Notes
Compare CIWS with CDDS

http://www.google.com/imgres?imgurl=http://mcgonnigle.files.wordpress.com/2007/02/lightning.jpg&imgrefurl=http://www.sodahead.com/blog/51005/storm-warningcoprhohenzoller/&usg=__0u_ERbwvhtWSac7j8VrsXp2yL9w=&h=600&w=800&sz=69&hl=en&start=4&tbnid=Z7FUmpMkVF71UM:&tbnh=107&tbnw=143&prev=/images?q=lightning&hl=en
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CIWS Products

Precipitation Mosaic

Echo Tops Mosaic

Snow

Mixed

Rain

Winter Precipitation Mosaic

Precipitation Forecast

Winter Precipitation Forecast

Echo Tops Forecast 

Non-gridded 

Echo Tops tags Storm Growth 
and Decay Storm Motion 

30, 60 and 120 min
Forecast Contours

30, 60 and 120 min
Verification Contours

30, 60 and 120 min
Forecasts Accuracy
Scores

Gridded  

Satellite Mosaic

For each forecast type (Precipitation, Winter 
Precipitation, and Echo Tops), contours and scores 
are provided (Precipitation shown below):

Presenter
Presentation Notes
Here are the gridded and non-gridded data products available from CIWS – gridded data is provided as two-dimensional arrays of data; non-gridded data is provided as point, line, contour and text data; CDDS provides two separate services used to access this data, the OGC Web Coverage service for gridded data, and the OGC Web Feature service for non-gridded data
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What is CDDS ?

•CIWS Data Distribution Service

•Provides CIWS products as web 
services

•Uses 
− CSS-Wx NetCDF/WXXM Data Model 
Definitions
− CSS-Wx OGC WCS/WFS Data Services
− SWIM Messaging Infrastructure
− SWIM Security Guidelines
− SWIM Service Repository

• First SWIM Program to have an Operational 
Capability

Presenter
Presentation Notes
Developed by MIT LL – In the next slides I will illustrate how the service is created – distinguish between the usage of CSS-Wx and SWIM areas of responsibility
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CDDS Data And Service Definitions

• Gridded data is converted from an internal CIWS format to 
the CSS-Wx-specified NetCDF format

• CDDS then uses the CSS-Wx Web Coverage Service 
Reference Implementation (WCSRI) software

• Non-gridded data is converted from an internal CIWS format 
to the CSS-Wx-specified WXXM format

• CDDS then uses the CSS-Wx Web Feature Service Reference 
Implementation (WFSRI) software

Gridded  (Web Coverage Service)

Non-gridded  (Web Feature Service)

Presenter
Presentation Notes
Describe the process to translate CIWS-formatted gridded and non-gridded products into data and service standards.

NetCDF chosen because it has a broad community of use, it supports compression, and the data is self-describing.
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WCS 
Filtered Data Access Model

Web Coverage Service

Dynamic Subscription
‘Topics’

Data Subsetting
Filter – Topic #1

Real-Time Weather
Data Access Client

Data Subsetting
Filter – Topic #2

Data Subsetting
Filter – Topic #<N>

...

Messaging

Request/
Reply

‘Single-Shot’
Data Request

Manager

Data Subsetting
Filter

Subscription
Data Request

Manager Real-Time
Data Store

Subscription
Topic Creation

Request:
“Subscribe to product X 
in region Y”

2

Reply:
Dynamic Subscription
Topic Id #1

Pub/Sub Connection Request:
“Subscribe to Topic Id #1”

1

3

Real-Time Metadata Updates

4

Subsetted
Data File

Cache

HTTP
Server

HTTP Data Download Request:

5

Real-Time Data  Updates

6

Web Coverage
Service 

Data Ingester

From CIWS
Data 

Gateway 

Pub/Sub

(Metadata)

1

23

4

5

6

Presenter
Presentation Notes
The Web Coverage Service provides both pub/sub and request/reply of products filtered spatially and temporally; walk through an example of both pub/sub and request/reply requests from clients
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FAA NAS Service Registry Repository

Presenter
Presentation Notes
SWIM provides a services registry repository where each service must register information about their service, so that consumers can discover and learn now to access the service.  The SWIM governance team ensures that the all services meet all requirements and standards, and follows the service life cycle, via this static repository.  Describe the information in the reg/rep and tie it in to the SOA slide shown earlier – describe how consumers will discover services and download the WSDL contract.
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• Background 

• SWIM Program Overview

• CDDS Implementation

• CDDS Current And Future Subscribers

Outline
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TBFM

Other
Internal FAA Users

Presenter
Presentation Notes
CDDS was originally envisioned to supply data to external, non-NAS users such as airlines and research organizations.  In 2011, the TFMS program began receiving CIWS data to display on their Traffic Situation Displays located at ARTCCs, TRACONs and Towers.  The TFMS program had an existing means to bring the external data into the NAS.

The Time-Based Flow Management program inside the NAS will now also be receiving CIWS data products but they have no method to transfer data from the external DMZ into the NAS.  The SWIM NEMS program will be providing this capability so that TBFM, and possibly other internal users, can receive CIWS data products.

http://www.google.com/imgres?imgurl=http://mcgonnigle.files.wordpress.com/2007/02/lightning.jpg&imgrefurl=http://www.sodahead.com/blog/51005/storm-warningcoprhohenzoller/&usg=__0u_ERbwvhtWSac7j8VrsXp2yL9w=&h=600&w=800&sz=69&hl=en&start=4&tbnid=Z7FUmpMkVF71UM:&tbnh=107&tbnw=143&prev=/images?q=lightning&hl=en
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Traffic Flow Manager TSD
Playbook Routes & CIWS

CIWS
Winter
Precip
Added

In Nov 2011

Shows some flights
and Playbook Routes
for “DFW-Bypass-3” 
as red dashed lines 

Presenter
Presentation Notes
Allows CIWS products to be shown on the same display as TFM data such as flights, reroutes, and flow-constrained areas
Lets traffic managers devise control measures in light of the current and predicted weather
Puts the same, and BETTER, weather between decisions makers; up to now only airlines and command center could see the same weather data. 
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NEMS Data-flows: Non-NAS Producer

External 
DMZ

External 
DMZ

Trusted 
NEMS Node

NAS

Untrusted
NEMS Node

VPN Tunnel

NESG

Internal 
NAS NEMS 

Node

Non-NAS 
Producer

Non-NAS facing tier 
receives data from non-
NAS Producers

Distributes data received 
from non-NAS Producers to 
NAS Systems

NAS 
Consumer

Presenter
Presentation Notes
CDDS sits outside the NAS and is therefore a Non-NAS producer.  The published data products will be sent to the Untrusted NEMS node in the External DMZ and at this point the NEMS program takes over safely transferring the data through the NAS Enterprise Services Gateway to the Trusted NEMS node in the Internal DMZ.  From there the data is routed to the appropriate SWIM node nearest the TBFM consumer.
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TBFM 20 ARTCC Subsets

Large subsets for large number of weather data products very CPU-intensive

Presenter
Presentation Notes
As it turns out, the TBFM requests for 20 very large ARTCC subsets are very CPU-intensive and requires a hardware refresh with additional compute nodes.  Because the large grids must be uncompressed, carved and recompressed the compression step is very time-consuming.  This will be an issue to be solved by the NWP and CSS-Wx programs.

For CDDS, we have chosen a virtual machine/elastic computing solution.
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CDDS Dynamic Resource Provisioning
“Cloud Computing”

• Investigating cloud and virtual technologies
– Additional compute nodes to be configured as virtual 

machines
– Use VMware vCloud to enable dynamic resource provisioning 

based on demand

• Can provision services elastically
– If demand for services exceeds a threshold, can reconfigure 

the number of services without human intervention
• Can create/destroy additional VMs dynamically
• Can balance work load using new servers automatically
• In the event of a hardware failure, can transfer services to other 

virtual machines automatically

Presenter
Presentation Notes
Results from the CDDS solution can be fed into the CSS-Wx program.
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CDDS Subscribers

• Traffic Flow Management System (TFMS) now uses CIWS data 
on their Traffic Situation Displays (TSDs) operationally across 
the NAS
– 20 ARTCCs, over 60 TRACONs/Terminals

• Time-Based Flow Management program (TBFM) to add CIWS to 
their PGUI displays in September 2013 via SWIM NEMS

• FAA Tech Center display team (NWP Displays/Mobile Apps)

• Possible Future Clients
– DHS-Customs and Border Protection Secure Border Initiative 
– DoD ERSA (accessing internally now; may transition to CDDS)
– NASA Dynamic Weather Routing Demonstration

Presenter
Presentation Notes
TFMS and TBFM are FAA operational systems inside the FAA Internal DMZ; the others are external users
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Summary

• Seven Segment 1 programs have collaborated together to help 
the FAA understand how best to create and govern net-centric 
services 

• CDDS is the first operational SWIM capability and demonstrates 
that weather products can be distributed through the NAS using 
standardized data models and data services

• Going forward with SWIM Segment 2 (2011-2017), CDDS will be 
an early adopter of SWIM’s new messaging solution (NEMS) 
– CDDS publishes data to SWIM messaging nodes
– SWIM messaging nodes communicate with consumers (TBFM)
– SWIM  handles security and monitoring inside the NAS
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