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SECTION 1
INTRODUCTION AND SUMMARY OF CONCLUSIONS

1.1  OVERVIEW OF SATELLITE SYSTEM TECHNIQUES

Over the last half decade a number of satellite system techniques have
been advanced as candidates to provide Air Traffic Control (ATC) surveillance,
communication and/or navigation service over the CONtinental United States
(CONUS)!-7Each technique has its advantages and disadvantages. A1l employ
position determination service by multilateration using a constellation of satel-
lites. These techniques can be grouped into three basic categories based on

certain key technical features. The three categories are:

Coordinated Aircraft-to-Satellite Techniques (CAST)

Systems employing these techniques interrogate air-
craft sequentially. The response from an aircraft
is the transmission of a timing pulse. This pulse
is received by the satellites and then relayed to

a ground processing facility. The ground processing
facility determines the signal time of arrival (TOA)
at each of the satellites and estimates the aircraft
position by multilateration. The position informa-
tion is then incorporated into the ATC surveillance
data base. The interrogation algorithm is designed
to eliminate overlapping signal pulses at the satel-
lites and hence mutual interference.

Random Access Aircraft-to-Satellite Techniques (RAST)

Systems employing these techniques have each aircraft
transmit a timing pulse which is received by four or
more satellites and relayed to a ground processing
facility. This facility determines TDA at each of
the satellites and estimates the aircraft position

by hyperbolic multilateration. The position infor-
mation is then incorporated into the ATC surveillance
data base. Since aircraft transmit in an uncoordinated
manner, system performance, i.e. accuracy and update
rate, is ultimately limited by mutual interference
caused by signal overlap at satellite receivers.

1



Satellite-to-Aircraft Techniques (SAT)

Systems employing these techniques operate by having four f
or more satellites periodically transmit timing pulses to
aircraft. A navigation processor (computer) aboard each
aircraft determines the aircraft position from the signal
TOA's. The information also can be data linked to the
ground for inclusion in a ground maintained ATC surveil-
lance data base.

This volume is concerned with an assessment of the critical technical
aspects of Random Access Aircraft-to-Satellite Techniques (RAST). The other
two techniques are treated in Volumes I and III.8’9

These three volumes concentrate only on the crucial technical iSsues.
They do not attempt to assess the broad spectrum of operational or economic

!
implications of employing these techniques in the National Airspace System.
Issues such as the cost-effectiveness of satellites as an element in ﬁhe
CONUS ATC system are beyond the scope of these investigations. Detailed
questions concerning the manner by which any of these satellite technﬁques
might evolve from present day aircraft surveillance/navigation system% are
also outside the scope of this report. Detailed operational requiremknts
that would be imposed upon a satellite system for CONUS ATC have notfbeen
given consideration in depth. ;

The results of the technical assessment of all three sate11iteftechniques

have verified that satellite-based technigues for CONUS ATC could be;developed

without reliance on high risk technology. No one particular techniqﬁg has

emerged as superior; rather, several feasible alternatives have been identified.
i

One of the primary attractive attributes of satellites is theiﬁ inherent
ability to provide broad coverage of low altitude airspace. Unpress&rized

general aviation aircraft are predominant users of low altitude airspace.
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Hence, a central issue is the complexity of general aviation avionics required

for satellite operation. It has been concluded that all three of the techniques

considered require more sophisticated avionics (for a given user class) than is

currently employed for comparable service with today's ground based system.

1.2 RANDOM ACCESS AIRCRAFT-TO—SAfELLITE TECHNIQUES (RAST)

With RAST, each participating aircraft is assumed to periodically trans-

mit a uniquely identifying signature waveform to a constellation of satellites.
These transmiss%ons are relayed to a ground station where they are used to
establish both the presence of the aircraft and to determine its position. RAST
is distinguished from CAST in' that for the former the aircraft transmissions are
mutually uncoordinated and the possibility arises that signature receptions will
overlap in time at satellite receivers. The effects of this mutual interference
cannot be ignored in a performance assessment of RAST.

Successful operation of a system employing RAST is contingent upon its
ability to both acquire and track aircraft. Because of the importance of the

acquisition/tracking performance, these issues have been studied in some depth.

1.3 PRINCIPAL CONCLUSIONS

As a result of the study reported herein, a number of conclusions can be

drawn. These conclusions pertain principally to the technological feasibility

of RAST.
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A.  NO IMPENETRABLE TECHNOLOGICAL BARRIERS PRECLUDE THE FEASIBILITY
OF EMPLOYING RANDOM ACCESS AIRCRAFT-TO-SATELLITE TECHNIQUES.

The satellite and avionics technologies which are pertinent td these
techniques appear to be well within present day capabilities. Conseqdent1y,

the feasibility is not contingent upon any high risk technological advance.

B. HIGH GAIN SATELLITE ANTENNAS ARE DICTATED BY THE DESIRE FOR LOW
COST AVIONICS WHICH ARISES FROM THE INCLUSION OF GENERAL AVIATION
IN THE SYSTEM.

!

|
Among the numerous alternatives for the realization of a system which
i
employs RAST, certain ones are strongly preferred with regard to the inclusion
of general aviation aircraft with low cost avionics. Specifically, bj employ-

ing a large, high gain, narrow beamwidth antenna rather than a sma11,}moderate

gain, CONUS coverage antenna for each satellite, the need for high pe&k output
power at the aircraft transmitter is diminished. Such an antenna mustiuti]ize

. . . , L
several beams in order to maintain CONUS coverage. Since coverage regions are

neither mutually exclusive nor identical from different satellite positions,
l

care must be exercised in exploiting this capability. E

C. A HIGH GAIN SATELLITE'ANTENNA PROVIDES AN EFFECTIVE WAY TO REDUCE
THE EFFECT OF THE MUTUAL INTERFERENCE CAUSED BY THE UNCOORDINATED
(AND SOMETIMES OVERLAPPING) AIRCRAFT TRANSMISSIONS. |

|
i
In systems employing RAST which use a single beam CONUS coverage satel-
|
1ite antenna, transmissions from aircraft anywhere in CONUS can mutually inter-

fere. However, in systems which use a high gain multiple beam antenna;to pro-
vide CONUS coverage, mutual interference occurs only among aircraft m1th1n the

|
|
same beam, l
!

I
|
3
|
I
|

U g
~ iy,
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D.  THE REQUIRED AVIONICS COMPLEMENT IS SIGNIFICANTLY MORE COMPLEX
(AND COSTLY TODAY) THAN THE CORRESPONDING ATCRBS AVIONICS.

For adequate ranging accuracy, coherent pulse transmitters are required.
To Timit the disadvantage of any one user relative to the fleet, careful power
monitoring is essential, i.e., transmitters ideally should have identical ERP's.
The contrast with ATCRBS transponders (with their 6-8.5 dB power tolerance,
3 MHz frequency tolerance and incoherent short pulse operation) is evidence of
the high complexity of the avionics required in systems which employ RAST.
Despite the fact that for basic surveillance service with RAST no aircraft
receiver is required, the complexity of the transmitter is expected to result in

an avionics cost higher than that of today's ATCRBS transponder.

E.  COMMONALITY OF EQUIPMENT WITH UPGRADED THIRD GENERATION ATC

AVIONICS CANNOT SUPPORT SUBSTANTIAL SAVINGS IN THE TOTAL AVIONICS
COST.

Total avionics cost could in principle be decreased by exploiting com-
monality among onboard equipment. However, the necessity for upper-hemispheri-
cal coverage, oberation in the 1535-1660 MHz allocation and coherent transmis-
sion provides little opportunity for appreciable savings through integration with

other avionics planned for the Upgraded Third Generation System.

F. A LARGE CENTRALIZED DATA PROCESSING FACILITY REQUIRING THE COORDI-
NATED EFFORTS OF AT LEAST SEVERAL TENS OF PRESENT DAY GENERAL PUR-
POSE CPU'S AND FAST RANDOM ACCESS STORAGE IS NEEDED TO CONTROL THE
SYSTEM. RELIABLE HARDWARE AND SOFTWARE ENGINEERING FOR SUCH A
FACILITY IS A DIFFICULT BUT FEASIBLE GOAL.

The data rates at the ground in this type of system are such that a

large amount of simultaneous processing is required for filtering and position



determination. Rapid random access (possibly precluding disc and drum[storage)
to data is also required. A1l told, these processing requirements aretmore

demanding than those of, for example, NAS Stage A.

G.  SYSTEMS EMPLOYING RAST ARE VULNERABLE TO FAILURE OF THEIRFCENTRAL
PROCESSING FACILITY AND TO THREATS FROM A TERRESTRIAL JAMMER.

The facility required to execute the computational functions mpst be
centralized. As such, operation of the entire system is sensitive to failure
of this facility. The aircraft-to-satellite link is vulnerable to thréats from
terrestrial jammers. Several jammers appropriately located in CONUS ahd using
very inexpensive technology could disable an entire surveillance systeﬁ which

employs RAST. |

H.  WITH PROPER DESIGN, THE AIRCRAFT HANDLING CAPABILITY OF RAST SHOULD,
AT A MINIMUM, SUFFICE TO PROVIDE SERVICE TO 50,000 AIRCRAFT WITH A
10 SECOND POSITION UPDATE PERIOD. |
|
This capacity should be adequate to provide service to the anticipated
1990's trafic in either the enroute environment or the airspace outside the

coverage of a ground based system. |

1.4  PROGRAM :
‘

The program of this volume is as follows. In Section 2 we beginiby

describing the general operation of a surveillance system which empon% RAST.

|
Critical technical issues concerning satellite antennas and signature $e1ection

. : . , |
are discussed. Surveillance systems which employ RAST require two primary sub-
|

systems; one for acquisition of aircraft and one for tracking aircraftiposition.



SECTION 2
SYSTEM DESCRIPTION AND DESIGN ALTERNATIVES

In this section,the operation of a surveillance system employing RAST is
described. Within the general framework of this description lie many alterna-
tives for the design of such a system. Several of these alternatives, speci-
fically the selection of satellite antenna and signature formats, constitute
the basis for a comparative analysis of systems employing RAST. These are dis-

cussed in some detail.

2.1 SYSTEM DESCRIPTION

A pictorial representation of a surveillance system employing RAST
is shown in Fig. 2.1. Each aircraft transmits its signature waveform to a
constellation of satellites. The satellites operate as linear (frequency
translation) repeaters which relay the received signatures to one or more
ground processing stations. At the ground facility the signals relayed by all
visible satellites are processed to determine which aircraft are in the air-
space and to track their current position. It is convenient to identify two
primary ground processing subsystems; acquisition and tracking.

The acquisition subsystem has as its principal function the detection of
aircraft in the airspace. Aijrcraft so detected are passed on to the tracking
subsystem for accurate real time position determination.

It is operationally convenient to view the acquisition subsystem as one
which processes the set of received waveforms with a bank of matched filter-

envelope detector receivers. These are used to detect the presence of an
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The assumed operation of these subsystems is described in Section;3. Section 4
summarizes and compares the performance of several variants of a surveillance
system employing RAST. In the final section of this volume, two issues critical
to a technical assessment of RAST are considered; the susceptibility to inten-
tional jamming and the complexity of the computation required at the ground

facility.

1
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Figure 2.1, ATC Surveillance System Employing R AST.



aircraft signature and to estimate the corresponding signature time of arrival
(TOA). In general, sets of aircraft will be searched for sequentially following
a search order determined by the a priori 1ikelihood of finding the air-
craft in the airspace and the importance of detecting and tracking thé air-
craft. For example, previously tracked aircraft that have been returned to =
the acquisition processor for failure to pass a track reliability test or air-
craft about to take-off might be given priority in acquisition search. An :
ajrcraft is transferred to the tracking processor only after it is satisfactorily
acquired. Acquisition requires signature detection by at least four satellites
and a resulting set of permissibie TOA's. The TOA set is to be considered
permissible if the aircraft position computed using the hyperbolic multilatera-
tion'equations is acceptable. If, for example, the TOA's indicate an'aircraft
at an altitude of 200,000 ft, they would clearly not be considered peémissib]e.
The tracking subsystem is assumed to have a track file consisting of:
1) a 1ist of detected aircraft currently in the airspace,
i.e., those previously detected by the acquisition sub-
system and not subsequently returned to it, and

2) the recent past history of the positional data for each
such aircraft.

In operation, the tracking subsystem determines position from the set of TOA's
for each transmission from every aircraft in its file. It also might use the

past history of the positional data of an aircraft to make a ve]ocitj estimate.

4

For each transmission the track file is updated by new positional daﬁa for
the corresponding aircraft. The resulting information can be entered into

the appropriate ATC data base. !

10



In RAST, the individual aircraft transmissions are "free-running," i.e.,
there is no pfe-estab]ished‘syhchronization or coordination in time among the
transmissions of various aircraft. Each aircraft thus has random access to
the several satellite uplink channels. The surveillance system must be able to
function in the presence of whatever mutual interference is caused by the over-
lapping arrival of two or more signatures at any of the satellite receivers.
This mutual interference (multiple access noise) cannot be ignored in assessing

RAST and is, in fact, a major determinant of performance.

2.2 DESIGN ALTERNATIVES
2.2.1 Satellite Antenna Coverage Considerations

In analyzing RAST, we will consider two quite different candidates for the
satellite antenna. The first is a single beam antenna having a 10° beamwidth.
‘The beam is broad enough to provide CONUS coverage from synchronous orbit. In
a system employing such an antenna, there is little selectivity with respect to
~angle of arrival at the receiver, and thus'signatures must be detected and TOA
estimates made in the presence of the mutual interference generated by the trans-
missions of aircraft anywhere in CONUS. Similar antennas have been assumed in
previous studies of RAST.]

The second satellite antenna candidate which will be considered has a
narrower beamwidth and maintains CONUS coverage by utilizing multiple beams.
This antenna is a 30 ft parabolic dish, an example of which is the NASA ATS-F
antenna.]0 It has a 1.5° beamwidth and a high (42 dB) gain at a frequency of

1600 MHz. Since mutual interference results primarily from aircraft located

within a common beam, the narrow beamwidth of such an antenna serves to

1



decrease the multiple access noise. The additional antenna gain of this narrow
beamwidth antenna will further enhance the received signals relative to receiver

noise.

In order to understand how this high gain multibeam antenna could be
incorporated effectively into a system employing RAST, it is necessary to
determine the coverage provided by the antenna when the satellite is in a

variety of orbital positions. This issue is considered in detail in Appen-
11

4

dix A for a ten satellite constellation determined by Lee and Wade. The
particular constellation has the desirable characteristic of re]ativé insensi-
tivity of position determination accuracy to aircraft orientation, sa&e]lite
failure and aircraft location. The number of antenna beams required for complete
CONUS coverage is shown to vary considerably with satellite orbital p;sition.
When the satellite is at a low elevation angle, as few as three beams Way
suffice for CONUS coverage. The boresight points of the several beam% of the
antenna must be carefully chosen to avoid significant mutual interferénce
through beam overlap. When the satellite is at a high elevation ang]?, the
number of beams required for CONUS coverage can exceed ten.

In the sequel, we will incorporate various coverage extremes into the

analysis of RAST. It should, however, be clearly understood that all assumptions

about coverage are consequences of the first order analysis in Appendix A.

i
2.2.2 Signature Selection Considerations |

The signature waveforms used in RAST may be selected in a variefy of ways.

We have not chosen to investigate the detailed design and/or “optimization” of

12 %



signature sets. Rather, for our purposes, we have chosen to concentrate on a
particular class of signature sets whose properties are described below.

For our analysis of variants of RAST, attention is restricted to signa-
ture waveform sets in which each member signature consists of P equal length
non-overlapping pulses selected from a population of N elementary pulses. The
interpulse spacing between adjacent pulses is selected from one of I possible
values. The maximum number of unique signatures is therefore given by

' _ PP-1 '
Nmax = NI . | (2-1)
As an example, 106 unique signatures could be constructed from P=3 pu]Ses,
N=16 possible waveforms and I=16 possible interpulse spacings, i.e.,
;

x 16% = 10°

N = 16

max (2-2)

With respect to RAST, the most significant parameters of the signature
set are; (1) their time-bandwidth occupancy, (2) the number of unique signatures,
(3) the re]ationéhip between signature waveform and the accuracy of TOA esti-
mation, and (4) the degree of mutual interference resulting from overlapping
arrivals at a receiver. These parameters are principally determined by;
(1) the time-bandwidth occupancy of the elementary pulses, (2) the number of
elementary pulses (N), signature pulses (P) and interpulse spacings (I),
(3) the elementary pulse autocorrelation functions, and (4) the elementary

pulse crosscorrelation functions.

13



Previous investigations of concepts similar to RAST have emp1oyéd multiple
pulse signatures. These signature sets are mehbers of the general class intro-
duced above. When multiple pulse signatures are used, a large number of dis-
tinct signatures can be constructed from a smal] number of elementarylpu1ses
(see the example represented by Eq. (2-23)). The small number of pulses can
usually be selected to have near optimal auto-and cross-correlation pfoperties.

Signature sets in which each signature consists of a single pulse present
¢ new alternative to the multiple pulse signatures. Both types of sfﬁnatures
will be considered in the subsequent analyses of RAST. E
For the purpose of this report, we w111'ton§1der’on1y binary antﬂpoda]
phase shift keyed (PSK) pulses with incoherent interpu1$e phase. Bihéry on-
of f keyed pulse amplitude modulation (PAM) is rejected because of theidifficu]ty
of constructing pulse sets with good correlation prdperties from binaky wave-
forms with chip to chip incoherence. It has been shown that good auté—
and crosscorrelation properties can be obtained‘eVen for the large wa%eform

sets required by single pulse PSK signatures. For example, a set of MOG

pulses, each composed of 500 PSK chips, can be found having/ crosscorﬁe]ation

magnitude less than 0.3, and off peak autocorrelation magnitude less than 0.2.

i
i
!
)
!
|
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SECTION 3
ACQUISITION AND TRACKING DESCRIPTION

As a basis for the performance analysis (Section 4) of RAST, the assumed
operation of the acquisition and tracking subsystems will be described. This
description is intended as a vehicle for the performance analysis, not as an
optimized design. Many of the refinements and alternatives which would be
investigated in an actual system design are beyond the scope of the present
study.

In describing the acquisition and tracking processing, it will be assumed
that each aircraft transmits a signature consisting of P pulses; A1, A2,...Ap,
with interpulse spacings T‘, T2’~"Tp,1'* The signature is transmitted period-
ically every o seconds, the update period. For bqth acquisition and tracking,
the signatures relayed to the ground station are received using matched filter-
envelope detectors matched to the individual pulses. Figure 3.1 illustrates a
representative signature and Fig. 3.2 illustrates the combined matched filter-
envelope detector outputs generated by the signature; in the latter, interference
and sidelobes are not shown. The operation of the acquisitfon and tracking sub-

system will be described for a constellation of four visible satellites.

3.1 THE ACQUISITION SUBSYSTEM

When a particular aircraft is to be acquired, retransmissions from each
of the four satellites are processed simultaneously. The processing of the

signals received from one satellite is executed in the following manner. The

*
These should be considered as generic lables for the signature pulses and
interpulse spacings.

15



Fig. 3.2. Matched filter-envelope detector outputs corresponding
to representative RAST signature.
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output of the matched filter-envelope detector corresponding to the aircraft's
A] pulse is first examined. It is sampled at a rate which exceeds the DPSK chip
rate (e.g., at a rate of more than one sample/chip). The samples are threshold
tested in order to detect the A1 pulse. If an A.I pulse is detected, the time

of detection is stored and detections of the subsequent pulses, AZ""Ap’ are
sought at the outputs of the corresponding matched filter-envelope detectors

at the appropriate delays. If all the pulses are found, then this particular
aircraft's signature retransmission is declared detected and its time of arrival
(TOA) is computed by effectively averaging the P pulse TOA's. During acquisi-
tion the pulse TOA is considered as the time at which the pulse is detected.

Regardless of whether or not a signature detection is declared, this pro-
cessing continues in the same manner for an o second period. The output samples
of A]'s envelope detector are first tested, and when required, output samples
from the other pulses are tested. Over the o second period this procedure
generates a list consisting of all the computed signature arrival times and the
corresponding pulse arrival times.

From each of the four individual satellite TOA lists a new list of all
possible TOA quadruplets is formed. The aircraft position corresponding to
each quadruplet is computed by hyperbolic multilateration and stored with the
quadruplets. Ideally, each list will contain only one quadruplet and the
position computed from it will be the correct aircraft position. In any case,
those positions which are inconsistent with a priori know1edge* about the air-
craft are deleted from the 1ist. The first signature TOA quadruplet which is

not eliminated from the 1list is then used to begin a track on the aircraft.

*
E.g., general aviation aircraft at 20k ft altitude.
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The position corresponding to this TOA quadruplet is supplied to the ATC data
base as an acquisition position estimate, and the signature TOA quadruplet is

supplied to the tracking subsystem.

3.2 THE TRACKING SUBSYSTEM

The operation of the tracking subsystem can be described inductively.
During any given update period, a set of TOA's {tl’ t2, t3, t4} correéponding
to the reception of a particular aircraft signature is determined. For example,
the initial TOA's might be supplied by the acquisition subsystem. These TOA's
are used to compute the position of the aircraft and are also used togrefine any
existing estimate of the aircraft velocity vector. The combination of present
aircraft position (equivalently TOA quadruplet), velocity estimate (vb, and
absolute error in velocity estimate (ev) is used by the tracking subs&stem to
determine a set of search windows for the next set of sianature pu1sééarriva1s.
The tracking subsystem searches within these windows for the signatuﬁe pulses
transmitted during the next update period and estimates the TOA's of'&he next
set of signature pulses. Aircraft position during the next update périod is
then computed from these new TOA estimates and the tracking proceduré continues.
Following is a more detailed description of this processing. H

When a signature TOA estimate is determined, the ground procesQQr assigns
an arrival time estimate for the Aj pulse at the i-th satellite; ca1ﬁ this time
ti. Then, for example, given t;, v and €, the processor assumes thaﬁ the A]
pulse of the signature will be received at satellite 2 in the next uﬁdafe petri’

period during the uncertainty interval (or window)
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This situation is illustrated in Fig. 3.3. The parameter P accounts for
satellite motion over an update period; it is a function of the satellite
position and orbit and is assumed known at the ground station. The uncertainty
interval should be further elongated to account for uncertainties in the
estimate of ti, R and €. Ordinarily, these are negligible compared to E%! ,
and accordingly, we neglect them in our definition of the uncertainty interval.

The processor determines the peak of the output of A]'s matched filter-
envelope detector in this uncertainty interval and notes the time at‘which this
occurs; call this T;. It takes T; as the estimate of the TOA of A] at satellite
2 during the next update period.

The same procedure is carried out for the remaining signature pulses.
A1l told, this generates TOA estimates, T},...T? for A],...AD during the next
update period. Once these estimates have been determined at all four satellites,
the TOA differences; Ty - T}, T? - T},...T? - T}, Tg - T;,... are then compared
to the corresponding interpulse spacings of the signature of the aircraft of
interest. If one time difference does not correspond to the expected interpulse
spacing to within some allowable error (e.g., a few chips), then the tracking
of this aircraft terminates and the aircraft is put on the list of aircraft to
be reacquired in the next update period.

If the pulse TOA estimates do satisfy the interpulse constraints, a tracking

reliability test is performed. As an example, this may be carried out in the

following way. For each i=1,...p, the matched filter output samples corresponding

to r;, T;, T;, r; are examined. A threshold test is made on the sample value
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Fig. 3.3. Pulses and uncertainty window in the tracking system.
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in order to increase confidence that the maximum was actually generated by the
reception of an Ai pulse. If all decisions are affirmative, the track relia-
bility test is passed, otherwise it is failed. If the track reliability test is
passed, then the pulse TOA's are averaged to determine an estimate of the signa-
ture TOA at each satellite. The resulting quadruplet of signature TOA estimates
is used to estimate the aircraft position which is entered into the ATC data
base. Because other implementations of this test are possible, the track relia-
bility test is not incorporated into the performance analysis in Section 4.

The velocity estimate, v, used to determine the uncertainty window can
be obtained by smoothing past aircraft position data. Immediately after an
acquisition period, when there may be 1ittle reliable data available, the
fractional error € may be quite large. As the aircraft is tracked, this can
be expected to decrease. Table 3.1 indicates the window duration, for several

representative values of €.

TABLE 3.1
"UNCERTAINTY INTERVALS FOR VARIOUS AIRCRAFT VELOCITY ASSUMPTIONS
A PRIORI INFORMATION UNCERTAINTY WINDOW WIDTH
o = 10 sec
Heading Unknown
v < 1,000 ft/sec 20 usec
v = 1,000 + 250 ft/sec (e=0.25) 5 usec
v=1,000+ 50 ft/sec (€=5.05) 1 usec
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SECTION 4
PERFORMANCE ANALYSIS

In this section, we analyze the performance of several variants of RAST.
The performance of both the acquisition and tracking subsystems of these vari-
ants is examined. The system realizations considered are grouped according to
the type of satellite antenna which they employ; those which utilize a single
beam CONUS coverage antenna and those which use a high gain 30 ft dish, main-
taining CONUS coverage with a multiple beam capability. Subsidiary dfstinctions
based upon signature structure and/or transmitted power are also considered in
evaluating performance. A1l analyses in this section assume the use of only
four satellites with RAST; this is the minimum number required for hyperbo1ic

multilateration.

4.1 SUMMARY OF PERFORMANCE CONCLUSIONS

The performance analysis indicates that single beam realizations employing
transmitters with 500 W peak power provide poor acquisition and tracking per-
formance. With a 6 dB increase in transmitter power (2 kW), the acquisition
performance becomes marginally acceptable and the tracking performance adequate.
The multiple beam realizations are shown to be capable of adequate acquisition
and tracking using 500 W transmitter power.

Qur program of performance analysis is as follows. We begin by $tating
the measures which characterize the performance of both the acquisitﬂon and
tracking subsystems. Evaluation of these measures requires estimates of the

signal and noise energies for the aircraft-to-satellite links under consideration.
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A power budget providing these values is introduced and discussed as a prelude

to the analyses.

4.2 PERFORMANCE MEASURES

The remainder of Section 4 deals with the specification and performance
analysis of several realizations of RAST. Therefore, it is pertinent at this
point to identify the criteria by which the performance of RAST is to be judged.
Performance measures for the acquisition and tracking subsystems are now defined

for this purpose.

4.2.1 Acquisition

Pys the acquisition miss probability, will be used to measure the
performance of the acquisition subsysfem. It is defined for the aircraft to

be acquired as:

The TOA quadruplet which is supplied

P = 1 - Prob to the tracking subsxstem corresponds

M to the correct TOA's™ of the aircraft's
signature at the four satellites.

(4.1)

An "acquisition miss" implies that the aircraft is either not acquired or is
acquired incorrectly, i.e., its track file is initialized with an incorrect
position. PM depends upon a variety of parameters; the update period, the

sampling rate, signal energy, receiver noisel and mutual interference. An

upper bound to PM is derived in Appendix B.

*
A "“correct" TOA estimate is one that is within + one chip duration of the true
TOA.

By receiver noise we shall mean the white Gaussian background noise at the
input to a matched filter receiver. This may result from a variety of sources;
thermal noise, galactic noise, RFI, etc.
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4.2.2 Tracking

The rms time of arrival error due to receiver noise and mutual inter-

ference, e, will be used to measure the performance of the tracking sub-

system.

The rms error, due to receiver noise
~ and mutual interference, in estimating
the arrival time of an aircraft signa-
ture at a satellite.

A lower bound to ¢ is derived in Appendix C.

The value of ¢, measured in nsec, is approximately equivalent to;the rms
aircraft range error* in feet. This range error is a principal component of the
overall position error of the aircraft. Further discussion of positioh error
is found in Section 4.6.

The value of € is determined primarily by the signal-to-receiver noise
ratio, the number of in-beam interfering users and the a priori uncertainty
in the signature TOA. Range estimation accuracy exhibits two contrasting modes
of behavior as a function of these three parameters. When the numberfof inter-
fering users is large, the accuracy is limited by the level of received inter-
ference; an increase in aircraft transmitter output power does not decrease
ranging error significantly. If the number of users is small, ¢ is limited
by the received pulse signal-to-noise ratio and the number of pulses éer signa-

ture. The analysis in Section 4.5 illustrates the manner in which these factors

interact to determine the range measurement accuracy possible with RAST.

*
Due to receiver noise and mutual interference. i
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4.3  AIRCRAFT-TO-SATELLITE LINK BUDGETS

In analyzing the performance of the various RAST realizations, we shall
consider the acquisition and tracking of a disadvantaged aircraft in the presence
of signatures received from other aircraft. This.task requires estimates of the
received signal energy of signature pulses from both a disadvantaged and a
typical user. In this section, power budgets are introduced which provide esti-
mates of the signal energies and signal-to-noise ratios.

The quantities of major interest in the subsequent analyses are: the
typical received signal energy per pulse (Ea), the receiver noise power density
(NO), the received signal-to-receiver noise ratio (Ea/No)’ the equivalent noise
power density of the mutually interfering pulses (Nm)*, the total effective
noise power density (Neff’ the sum of‘No and Nm), the typical effective signal-
fo-noise ratio (Ea/Neff) and the effective signal-to-noise ratio for a disacdvan-
taged user (Ep/Neff)‘ Each of these is computed in the aircraft-to-satellite
power budget (Table 4.1) for both a single beam and a multiple beam realization.
A single pulse signature is assumed. The following brief discussion of the
entries should be sufficient to explain the assumptions utilized in the power
budget. Many of the entries are identical to those in Table 4.2 of Vol. 1,8 and
the reader may wish to review the discussion in Section 4 of that report in con-
Jjunction with the RAST power budget.

The transmitted pulse energy corréspdnds to a 500 W transmitter and a 50
usec pulse length. This should be obtainable with an output tube mounted in a
sheet metal cavity. It is a reasonable choice based on today's technology. The

duty cycle for a 50 usec pulse is small enough to allow adequate heat dissipation

*
This is the noise power density which would result if the mutual interference
had the same effect as an equivalent power in-band white noise source.
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Transmitted Pulse Energy

Aircraft Antenna Gain

Miscellaneous Losses

Path Loss

Peak Satellite Antenna
Gain

Thermal Distortion
Shadowing

Received Signal Energy
(Typical)

Received Noise Power
Density

Received Signal-to-Noise
Ratio

Number of Pulses
Per Second

Fraction in Beam
Receiver Bandwidth

Multiple Access Noise
Power Density

Effective Noise Power
Density

Signal-to-Noise Ratio
Antenna Disadvantage (A/C)

0ff Boresight Loss
(Satellite)

Power Amplifier
Degradation

Decorrelation Loss

Excess Path Loss

Resultant Signal-to-
Noise

TABLE 4.1
POWER BUDGET FOR SINGLE PULSE RAST

Single Beam

24 dB
0 dB
0 dB

-183.5 dBJ

17.5 dB

-216.5 dBW/Hz
-201 dBW/Hz
17.5 dB

-1 dB

10 dB

-16

-2

-192

-201

37

70

-1
-1

dBJ

.5 dB

dB

dB

dBW/Hz

dB

dB/Hz

.5 dB

dB
dB

dB

32.

-208.

-200
31

22

Multi

beam

dB
dB
dB

5 dBJ

5 dB

dB

5 dBW/Hz

dBW/Hz

.5 dB

dB

500 W, 50 usec

average upper
hemisphere

feed,
atmospheric,
cable, etc.

1600 MHz,
35,000 mi

600°K

50,000 aircraft,
1 pulse/10 sec/
aircraft

100 nsec DPSK
chips

elevation
angle » 15°

|
frequency 6
offset:d:1C



(see, 8, p. 23). The entry for aircraft antenna gain corresponds to the esti-
mated average gain of an antenna maintaining uniform upper-hemispherical coverage
(see, 12, p. 52). The miscellaneous feed and cable losses which occur between
the transmitter and the antenna are estimated to be 2 dB. The path loss is com-
puted at the apogee of the elliptical orbit in the constellation given in
Appendix A.2 (35,000 mi).

The peak satellite antenna gain for the single beam realization corresponds
to an antenna having a 10° beamwidth, the beamwidth required to maintain CONUS
coverage from the specified orbits. The multiple beam antenna is the 30 ft para-
bolic dish (both antennas are discussed in Section 2.2.1). The 30 ft dish
suffers additional losses for thermal distortion and shadowing. The entries
indicated are based upon predictions for the 30 ft dish which is to be employed
on the NASA ATS-F.'!

Typical received signal energies are computed from these entries for both
system realizations. When they are combined with the estimated receiver noise
power density, the typical signal-to-noise ratios are found to be 17.5 and
32.5 dB, respectively, for the single and multiple beam realizations.

The acquisition analysis for RAST is carried out assuming that the effect
of the mutual interference is the same as an equivalent power in-band white
Gaussian noise source at the matched filter receiver. The results are given as

. *
a function of Ea/Neff' Neff is calculated according to the following formula:

fNTPEa

Yerr = Mo * Tarry (4.3)

*
In this formula the signal energy is assumed to be spread over a bandwidth
equal to the inverse of the chip duration.
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where

NT = Number of users
f = Fraction of aircraft in beam
T, T Chip duration

The computation of Neff in Table 4.1 is carried out for the case in which

N. = 50,000 users, f = 0.2 (one beam covers roughly 1/5 of CONUS) and T, T 100

T
nsec. The coverage assumption corresponds to the most widely spread contours
found in the maps in Appendix A. In the single beam realization, thetreceived
energy per pulse is so small that the mutual interference does not noticeably

change the effective noise power density. In the multiple beam case, mutual

interference raises the effective noise power 1 dB above No'

Thus far the received signal energy of a signature pulse from a typical
aircraft has been computed using average link parameters. Additional losses are

taken into account in computing the received energy, E., for a disadvadtaged

P
user. The aircraft antenna disadvantage is based on the desire for usable signal
energy at elevations greater than 15° (relative to the aircraft). For example,
this might correspond to an aircraft in a 30° bank and a satellite 45° from
zenith. The indicated loss corresponds to the minimum gain in the measyred pat-
tern of a crossed-slot antenna at 75° off boresight relative to the average gain
above 15° (see, 12, p. 52). :
The intended aircraft may not be in position to experience the pe%k

satellite antenna gain. In the single beam case the off boresight Toss will

be small due to the broad antenna beamwidth. The estimated 1 dB loss for the
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earth coverage beam assumes an oversized antenna with tapered illumination.
These techniques are not as appropriate for the already large multiple beam
antenna and hence a 3 dB loss is taken for aircraft located at the beam edge.

The power amplifier degradation of 1 dB represents a conservative esti-
mate relative to present day standards. Although Colby and Crocker report
greater than 3 dB power variations for current tlr‘ansponde\rs,]3 it may be reason-
able to anticipate that power can be maintained to within 1 dB.

The decorrelation loss of 1 dB corresponds to a frequency offset-signal
duration product of Aft = 0.3. For a 50 psec signal this implies an offset

Af = 6 KHz. This stability (four parts in 10°)

14

should be readily achievable

for eveh inexpensive avionics.
To account for path length differences and atmospheric absorption, a 1 dB
disadvantage is assumed.
Taking all disadvantages into account, we find effective signal-to-noise

ratios of 10 and 22 dB, respectively, for the single and multiple beam realizations.
4.4 ACQUISITION PERFORMANCE

The acquisition performance of RAST is now analyzed. The analysis is
carried out by first computing a general upper bound to the acquisition miss
probability, PM' The bound is then evaluated and discussed for several differ-

ent RAST realizations.

4.4.1 The Upper Bound to Acquisition Miss Probability

The derivation of the upper bound to PM assumes that the mutual inter-
ference has the same effect as an equivalent power in-band white Gaussian

noise source. The bound is derived in Appendix B and is given by
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Py < 1- max JQ —P—/-‘z—m‘p“> 1-p) % (4.4
M i , e+ ZRE )i (-p) T (4

In (4.4), Pe is the false alarm probability per matched filter sample and § is
the maximum time delay between receptions of the same signature retransmitted
from two different satellites. Q(-,-) denotes the Marcum "Q" function.

This upper bound is plotted as a function of Ep/Neff in Figs. 4.1a and
4.1b. Figure 4.1a indicates the variation over the range from 10 dB to 20 dB
assuming a single pulse signature. Figure 4.1b illustrates an enlargement of
the variation over the smaller range 16 dB to 19 dB and in addition includes
the results for three pulse signatures. The curves were computed assuming
a = 10 sec and § = 24 msec. It is wofthwhi]e to note the following points

concerning this bound to PM'

1) Sensitivity
The curves indicate a threshold behavior and an extreme sensitivity to
changes in Ep/Neff for values above threshold. In the given curves, the thres-
hold appears to be about Ep/Neff = 16 dB. As Ep/Neff is increased from 15 dB

]»to 10'8.~ It is

to 20 dB, the upper bound to PM varies from approximately 10~

expected that the actual acquisition miss probability exhibits similar behavior.
Ihis sensitivity in performance is not a desirable characteristicf A

3 dB error in estimating Ep/Neff (i.e., 16 dB vs 19 dB) would not be inconceiv-

able since the power budget entries are, at best, estimates. Such sensitivities

must be well buffered by the provision of sufficient margin in the power budget.
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2) Gaussian Advantage

Studies have been performed which compare the receiver operating
characteristics (ROC's) obtained for various analyses of signal in interference-

15

plus-noise environments. For example, Goldfein has simulated a candidate sys-

tem employing RAST and finds that the sample ROC's predict acquisition performance
which is degraded relative to that obtained under the "equivalent in-band
Gaussian noise" model for interference. These findings appear to hold over a
wide range of interference environments and are supported by analyses due to
Schneider, et. a],]6 The extent of the discrepancy may be as much as 6 dB in
signal-to-noise ratio. Figure 4.2 exhibits an example of Goldfein's results.

The ROC of the matched filter-envelope detector operating in the mixed mutual
interference-white Gaussian noise environment with Ep/N0 = 22 dB and

Ep/Neff = 20 dB is very close to the ROC of the receiver operating in the pure
white Gaussian noise environment with Ep/Neff = 16 dB. These observations should
be borne in mind in interpreting Fig. 4.1; the values of acquisition miss prob-

ability given there might be regarded as optimistic.

3) Increasing Ep/Neff

Acquisition performance 1mproves with increasing Ep/Neff' There are
several different ways to effect an increase in Ep/Neff' One of these is to
employ greater aircraft transmitter power. However, the benefit of this is
limited by the proportionality of the signal power and the mutual interference
noise power density. Above a certain power level, Ep/Neff ceases to be a
function of transmitter power. In addition, the burden of this improvement

must be borne solely by the participating aircraft.
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Use of a larger (higher gain) satellite antenna enhances the signals
relative to receiver noise and thus increases Ep/Neff' Equally important, the
smaller beamwidth of this antenna decreases the effective number of interfering
users, and thereby decreases Neff' In this case, the cost of the two-way
improvement is distributed over the user population.

4.,4,2 Acquisition Performance for Single Beam Reaiizations

We now examine PM for single beam realizations using the power budget nro-
vided in Table 4.1. For a single pulse signature, the power budget estimates
Ep/Neff at 10 dB, assuming a 500 W transmitter power and 5000 aircraft trans-
mitting per second. With a 10 sec update period this would imply service to
50,000 aircraft, certainly enough to encompass en route surveillance service
during the 1990's. With multiple pulse signatures Ep/Neff will be slightly
less than 10 dB.

From Fig. 4.1 we see that the upper bound to PM is very close to 1.

The predicted performance will be even less desirable when one takes into
account an allowance for margin and the Gaussian advantage. If three pulse
signatures are used instead of single pulse signaturgs, the performance deter-
jorates further.

For the parameter values in this example,the performance is not inter-
ference limited. Thus, there is the possibility that PM will decrease signi-
ficantly with increasing transmitter power. Suppose the power is increased to
2 kW. For both types of signatures Ep/Néff will be increased to about 16 dB.
From Fig. 4.1 it is noted that at Ep/Neff = 16 dB, the upper bound to PM is
approximately 0.1 for P=1 and P=3. On the surface this represents acceptable
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system performance. It implies that on the average 10% of the aircraft to be
acquired during one update will be missed. However, most of these aircraft will
probably be acquired in the next update period or when any erroneous tracks
generated by the misses fail the reliability test.

Again, one should be wary of the adequacy of this system. No margin has
been allotted either for the Gaussian advantage or for any optimistic entries
in the power budget. The Ep/Neff of 16 dB is near the threshold point. This
is hardly a desirable operating point for a system. In addition, this marginal

performance requires a considerable increase in avionics cost (see, 8, Fig. 3.5).
4.4.3 Acquisition Performance with Multiple Beam Realizations

For the multiple beam realizations, the power budget provided in Table
4.1 indicates that Ep/Neff is about 22 dB for both single and three pulse signa-
tures. The 5000 aircraft which transmit per second are assumed to be divided
equally among five satellite antenna beams. The nominal 500 W transmitter
power is assumed. u

From Fig. 4.1, we see that when Ep/Neff = 22 dB, Py is at most‘lvo’8 for
either the single pulse signature or the three pulse signature. This:is excep-
tional performance. On the average, at most one out of 108 acquisitions will be
missed. Even if the Gaussian advantage and/or the sensitivity are taken into
account, the performance still remains more than acceptable. For examp]e, if
we take off 6 dB to account for these effects, Ep/Neff will be at 1ea$t 16 dB,
implying an upper bound to P, of 1077,

As noted previously, this could easily
be acceptable performance. We can conclude that the multiple beam reélization

would operate near threshold only in the worst case circumstance.
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4.5 TRACKING PERFORMANCE

The analysis of the tracking performance of RAST is described in this
section. The features of the signature and channel models are more important
to this analysis than to the acquisition analysis and are consequently reviewed

prior to presentation of the performance predictions.

4.5.1 Signature and Channel Model Features

Several properties of the aircraft signature affect the performance
of the tracking subsystem. Among these, the number of pulses is of special
interest since it influences the performance in several different ways.
It is helpful to understand how various advantages and disadvantages accrue
from the selection of the number of pq]ses per signature.

Multiple pulse signatures are attractive since they provide several pulse
TOA estimates which can be effecfive]y averaged to obtain a signature TOA
estimate. This averaging results in a reduction of the rms signature TOA error
by a factor of /P relative to the rms pulse TOA error. On the other hand, the
repeated use of a particular elementary pulse in more than one signature can be
a disadvantage. During the tracking of an aircraft, the receiver may detect
spurious pulses which are identical to those in the aircraft signature, but
which actually have been transmitted by some other aircraft. The TOA measure-
ments resulting from reception of these spurious pulses can be highly erroneous.

Single pulse signatures do not have the advantage of improved accuracy
due to pulse TOA averaging. On the other hand, they do not give rise to any
confusion in associating pulses with parent signatures. The performance trade-

off between multiple pulse and single pulse signatures is far from obvious,
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and for that reason tracking performance is investigated for examples of both
signature types.

In analyzing the TOA errors for RAST, we use a model which differs consider-
ably from those used previously for this task. The most common treatment of
mutual interference has been to assume that its effect at the receiver is the
same as an equivalent power in-band white Gaussian noise source. In the model
employed here for tracking analysis the interference is represented by a filtered
Poisson process. In Section 4.4, we have noted that these two models predict
noticeably different acquisition performance. In using the Poisson model, we
have attempted to more closely approximate the physical signal processes present
at the receiver and have obtained the following lower bound to the mean-squared

time of arrival error, €2 (see Appendix C, Egs. (C-39) and (C-40)):

2

_fNTPTo _fNTPTO . ,
2 N 2 s e N 2 (4.5)

A1l quantities in (4.5) have all been defined earlier in this report (Sections
2.2 and 4.3) with the exception of ;?; ;?—is the lower bound to the single pulse
TOA error (C-33). The coefficient, exp (-fNTPTo/N), is the probability that no
spurious pulse occurs. In the second term, T02/3 bounds the worst case TOA
error due to a spurious pulse arrival. It is assumed that the spurious pulse
has greater energy then the pulse from the disadvantaged user and consequently
the TOA estimate is essentially the spurious pulse TOA. This TOA is uniformly
distributed over the uncertainty interval. The effect of pulse averaging is

evident in the leading coefficient. Equation (4.5) is used for all the TOA

error calculations in the remainder of this section.
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4,5.2 Tracking Performance of Single Beam Realizations

The tracking performance of the system realizations which employ single
beam CONUS coverage satellite antennas is now examined. First, we consider the
performance when a nominal 500 W transmitter is employed. Table 4.1 provides
the power budget for this realization and shows that Ep/NO = 10 dB. This is the
same as the value of Ep/Neff and indicates that the interference is small rela-
tive to the receiver noise. Suppose we ignore for the present all effects due
to mutual interference. The TOA error analysis for the resulting known signal-

17

in-noise problem can be found in Orr and Yates '; that analysis provides the

following lower bound to € for a general P pulse RAST signature:

(4.6)

Q(-) is the Gaussian probability distribution defined in (C-6).
Evaluating (4.6) for a representative uncertainty window of 5 usec (see

Table 3.1) yields the following lower bounds to e:

(single pulse): e > 80 nsec (4.7)

(three pulse): e > 46 nsec (4.8)

These correspond to undiluted rms range errors of at least 80 ft and 46 ft,
respectively. Whether errors of this magnitude are acceptable for a surveillance

system depends upon several additional factors, such as constellation GDOP,

39



detailed system requirements, etc. A more extensive analysis using the results
of Appendix C 1ndicétes that these error bounds become even larger for inter-
ference rates in excess of 104 users/sec.

Suppose that the transmitter power of the single beam realizations is
increased by 6 dB from the nominal 500 W to 2 kW. Lower bounds to € have been
computed in this situation for both single pulse and three pulse RAST signa-
tures (C-33, C-40). They are plotted in Figs. 4.3 and 4.4 as functions of
the number of aircraft serviced/sec.'f Both figures contain three curves corre-
sponding to uncertainty window widths of 20, 5 and 1 ysec. The general charac-
teristics of these curves are of interest.

Figure 4.3 (single pulse signature) indicates a strong threshold behavior

in TOA error as a function of the number of users per second. For each of the
given uncertainty windows the threshold is at about 104 users/sec. The fact that
each of the curves approaches the same asymptote at low service rates demon-
strates that the signal-to-noise ratio Ep/N0 is in each case large enough

for the TOA error to be approximately that predicted by the Cramer-Rao bound.

The threshold is far more gradual for the three pulse signature (Fig. 4.4);
over the range of service rates indicated, thresholding is evident only on the
To = 1 usec curve and it occurs at a lower service rate. In fact, a comparison
of the 1 usec window curves in the two figures illustrates that the performance
trade-off between a single and a multiple pulse signature is a rather complex

issue which cannot be fully discussed here.

*
For the case of three pulse RAST signatures, the bounds were derived assiming
an elementary pulse set of 100 members, so that it is possible to construct

108 = (10%)3
g .
'These curves have been computed assuming that the chips in the DPSK signal are

trapezoidal in shape with a chip duration, 7., equal to 100 nsec and a rise time
Trs €qual to 10 nsec.

signatures without using the interpulse spacing for encoding.

40



Fig. 4.3.

Lower bound to rms TOA error

vs number of aircraft serviced/sec for
single beam, single pulse RAST.

Transmitter power =

2 KkW.
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Fig. 4.4. Lower bound to rms TOA error

vs number of aircraft serviced/sec for
single beam, three pulse RAST.
Transmitter power = 2 kW.
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At low service rates, the effect of pulse averaging is evident. As the

number of users increase, ambiguities due to spurious pulse receptions drive

the multiple pulse TOA error up, while the single pulse error remains constant.
When the number of users per second exceeds 105, the single pulse thresholding
takes over and the single pulse case once again has the larger error. If the
curves were extended to even larger populations, they would show the error sat-
urating at a value proportion to To//pf In this 1imit the pulse averaging

effect is again seen.

We now use these curves to determine specific error estimates for the
system realizations. Assume that 5000 aircraft are being serviced per second
(the nominal value assumed in Table 4.1), and that the uncertainty window width
is 5 psec. Figure 4.3 indicates that with single pulse signatures the lower
bound to € for this representative case is approximately 2.5 nsec. Figure 4.4
indicates that with three pulse signatures the lower bound to ¢ is approximately
20 nsec. These correspond to undiluted rms range errors of 2.5 and 20 ft,
respectively. These are certainly acceptable for tracking performance. How-
ever, it must be emphasized that these estimates depend strongly on the 2 k¥

transmitter power assumption.

4.5.3 Tracking Performance of Multiple Beam Realizations

The TOA error bounds for multiple beam realizations are illustrated in
Figs. 4.5 and 4.6 as functions of the number of aircraft serviced/satellite
antenna beam/sec for three uncertainty window widths. Signature assumptions
are identical to those in the single beam case. Transmitted power is 500 W.
The curves show characteristics similar to those presented in Section 4.5.2

for the single beam realizations.
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Fig. 4.5. Lower bound to rms TOA error
vs number of aircraft serviced/beam/sec
for multiple beam, single pulse RAST.
Transmitter power = 500 W, number of
beams = 5,
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Fig. 4.6. Lower bound to rms TOA error
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for multiple beam, three pulse RAST.
Transmitter power = 500 W, number of
beams = 5.
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Let us evaluate the performance of the multiple beam realizations at the
same nominal operating point used previously (5 psec uncertainty window width,
5000 aircraft/sec). The transmitting aircraft are assumed to be uniformly spread
over five satellite antenna beam coverage regions. Figure 4.5 indicates that at
this service rate the lower bound to ¢ is approximately 1 nsec when single pulse
RAST signatures are used. The corresponding error for three pu1se.signatures is
e = 20 nsec. These correspond to undiluted rms range errors of 1 and 20 ft,
respectively. These range errors are anticipated to be adequate for tracking
performance and are in fact about the same as the accuracies achieved in the

high power (2 kW), single beam realizations.

4.6 POSITION MEASUREMENT ERROR IN SYSTEMS EMPLOYING RAST

We have evaluated the tracking berformance of systems employing RAST by
using the rms TOA (or ranging) error due to receiver noise and interference.
However, this is only one component in the total rms position error. It will
be worthwhile to close this section with some discussion of the overall rms
position error achievable by a system employing RAST.

The rms position error is expressable as a product of two factors: the
equivalent ranging error and the GDOP. The ranging error factor is the
effective error in estimating the range between a satellite and an aircraft.
The primary sources of ranging error are excess ionospheric delay, séte]]ite
ephemeris error and TOA estimation error. The exact values of these
depend on satellite deployment, satellite tracking and calibration station
implementation, satellite orbital parameters, the central processing facility,
link characteristics (multipath, signal format, signal level, receiver noise,
antenna gain, etc.), clock accuracy, etc.
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With RAST, ionospheric errors can be kept within bound by using a network
of calibration stations employed to estimate the excess ionospheric time delay
for use in correction of position determination data. For elevation angles
exceeding 30°, the worst case* excess ionospheric ranging error is estimated

to be at most 20 ft.]8

The satellite position is to be determined using sat-
ellite equations of motion (for an assumed geopotential model) to smooth sat-
ellite position data obtained from a network of tracking stations. The result-

5 We have

ing effect on the ranging error term should be no more than 20 ft.
demonstrated several system variants for which the TOA estimation error can be
kept below 20 nsec at service rates of interest. Thus, it is reasonable to
expect that the overall rms ranging error due to noise, mutual interference,
clock instability. nonoptimum processors, etc., should not be more than 40 ft.
The GDOP is determined by the number and disposition of the satellites
within view. Constellations which exhibit GDOP's ranging from 3 to 6 over CONUS
are presented in Lee and Wade.]0 The constellation candidate presented in
Appendix A and used for the coverage analysis is one of those. If that con-
stellation is employed, the resulting rms position measurement error is esti-
mated to be approximately 120 ft. This resulting error value should be taken
only as a guide to the position error achievable with RAST and not as a firm
system parameter. Determination of a refined estimate of the accuracy requires

additional ionospheric data, a detailed system design for the tracking network

and a more detailed analysis of the errors in the TOA estimation implementation.

*
During periods of high solar flux, near equinox and in early afternoon.
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SECTION 5
CRITICAL SYSTEM ISSUES

Thus far, the assessment of RAST has concentrated upon determining the
ability of these techniques to provide ATC surveillance service. The objective
of this section is to examine two ancillary issues which are important to under-
standing broader-based aspects of RAST. These are; the vu1nera511ity of a
system employing RAST to intentional jamming and the nature of the computational
complexity at the system ground‘station. We conclude that: (1) such a system
could be disabled by a few low-cost jammers, e.g., 41 dBW ERP transmitters
(100 W RF power and a 3-ft antenna); (2) even using advanced techniques, the
real-time signal processing and digital computation demands for RAST surveil-

lance require many tens of high speed parallel processors of various sorts.

5.1  VULNERABILITY TO JAMMING

Because surveillance systems employing RAST rely upon an up]iﬁk for
ranging, such systems are potentially susceptible to interference from terres-
trial jammers. We evaluate the jamming threat by computing the minimum require-
ments which a terrestrial jammer must meet in order to disable a multiple beam
realization of RAST, that is, one which utilizes a 30 ft dish as a satellite
antenna and maintains CONUS coverage with a multiple beam capability.

A single beam channel will be considered disabled if the rms kénging
error on that channel is driven up to or beyond 100 nsec. For the multiple beam
configuration represented by the power budget in Table 4.1, nominal parameters

for the disadvantaged user are Ep/Neff = 22 dB and € = 1 nsec. The signal-to-
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noise ratio at which the ranging error lTower bound equals 100 nsec is a function
of the width of the a priori uncertainty interval. We will assume the nominal
value T0 = 5 psec. The equation which yields the Ep/Neff value required to

drive € to 100 nsec (Neff ~ NO) is approximated by:

-6 —

5 x 10 / It -7

— Q( | )sec = 10 ‘sec (5.1)
/8 N0

The solution of (5.1) is Ep/Neff = 11 dB. We will assume that the jammer uses
the elementary strategy of transmitting Gaussian noise which has a flat spectrum
spread over a 20 MHz band encompassing the signal spectrum (recall that the chip
duration is 100 nsec). The jammer power required must be sufficient to decrease
Ep/Neff by 11 dB. Since thermal noise comp]ete1y dominates the multiple access
noise, we can use N0 = -201 dBW/Hz (Table 4.1) to find that the jammer noise
power density (J) must be J =-190 dBW/Hz. The jammer power budget in Table 5.1
shows that this corresponds to an ERP of 41 dBW. This ERP can be achieved by,
for example, a 100 W source driving a 3 ft (15° beamwidth) dish.

About 5 such "toaster powered" jammers located at the intersections of
3 dB contours of the beam patterns would suffice to disable all 10 uplink
channels. The use of a waveform more sophisticated than the assumed broad

band noise could decrease the jammer power requirement.

5.2  PROCESSING AT THE GROUND STATION

The use of satellites as a relay in a surveillance link between aircraft
over CONUS and ground-based installations has a concomitant requirement for

centralized data processing. At the ground facility of a system employing RAST
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TABLE 5.1

GROUND-TO-SATELLITE JAMMING POWER BUDGET

Jammer ERP

Path Loss

Peak Satellite Antenna Gain
Off Boresight Loss

Antenna Shadowing

Thermal Distortion
Miscellaneous Losses

Bandwidth

Jammer Noise Power Density(J)
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where the relayed transmissions are received, at least the following operations

must be performed for each aircraft:

Detect each signature pulse.

Estimate each pulse TOA for all satellites in view.
Associate received pulses with parent signature.
Precorrect TOA's for propagation delays.

Estimate aircraft position from TOA's,

Filter position estimates with past position data.
Determine disposition of the data and route appropriately.

~N OO OO bW N~
e« & e s e e s

In addition to the above, there are a number of routine functions which must
be continually performed (estimation of excess propagation delay map, satellite
position tracking, system fault detection, etc.).

A detailed assessment of the total processing requirements s beyond
the scope of this report. Preliminary estimates of the complexity of some
of these tasks can, however, be made for the purpose of roughly sizing the
ground station requirements. The specific topics investigated in this section
are; the implementation of the matched filters used to detect and measure the
TOA's of the received pulses, and the digital computation required to perform

the hyperbolic multilateration.

5.2.1 Matched Filtering

The matched filtering required at the ground processor could be imple-
mented using either analog or digital techniques. For signature pulse dura-
tions of the order of 50 usec, an analog implementation might entail the use

of a SAW* device for each matched filter. An efficient digital implementation

* [3
Surface Acoustic Wave.
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today would employ an FFT* algorithm to execute the filter convolutions. Cigital
architectures suitable for this task range from general purpose computers tc

highly specialized processors designed specifically for FFT application. A num-
ber of these implementations are surveyed in order to idertify the issues criti-

cal to each ¢f them.

SAW Devices

SAW technology offers the promise of providing inexpensive analog IF #i1-
ters for high time-bandwidth produce (103 today, 104 anticipated), mcderate
duretion (10's of usec) waveforms. Due to the infancy of this technology, it
is difficult to forecast specific costs or system integration prcblems, but SRW
is the most attractive analog technology now being develcoped which is suitec tc
this task.

In a single pulse signature system employing RAST in which up tc £0,200
aircraft are serviced by a constellaticen having on the average ¢ visible cet-
ellites, a total of 400,000 SAW filters might be required to centinuously mori-
tor all aircraft transmissions. If a three pulse signature were used, {107
elementary pulses), the requirement is decreased to less than 103 filters at
the expense of placing greater burder upon the subsequent cicital computation.
The analog technique appears to be a plausible realizaetion, at least for the

multiple pulse example.

Digital FFT Techniques

FFT is a generic term for a class of efficient algorithms which perform
Fourier analysis on sampled-data signals. Digital filtering can be implemertec

with a double FFT. Specifically, the number of operations+ requirec¢ to metched

*
Fast Fourier Transform.

“An operation is an add-multiply combination.
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filter an n-point sample is approximately 2n 1092(2n). Filtering of a 500 chip
signature sampled at the chip rate (the minimum possible rate) requires 104
operations.

Consider a system employing RAST and serving 50,000 aircraft with a 10 sec
update rate. In tracking the aircraft, the ground processor must perform at
least one matched filtering per pulse every 10 sec. For single pulse signatures,
5 x 108 operations are required.

Various FFT implementations are possible. For example, in present day
general purpose computers, execution of an operation typically requires 20 usec.

Thus, the processing of the surveillance data for one update requires (5 x 108 op)

x{20 usec/op) x (8 satellites) = 105 sec. The implied capability is 104 paral-
lel processors, which is an extraordinary number. The requirement is greater
for multiple pulse signatures.

Special purpose programmable digital processors exist, e.g. the Lincoln
Laboratory FDP,]9 which have an order of magnitude improvement in operation
time. This advance is far from sufficient to ameliorate the real time process-
ing problem which has been described.

More recently, a hardwired FFT signal processor of novel structure (the
pipeline FFT) has been built and tested?O’Z] A pair of pipeline FFT modules
can be configured to continuously filter a data stream at up to 20-30 Mb/sec,

a rate sufficient for the RAST example. A few hundred of these could accommo-

date the acquisition and tracking needs of a three pulse signature system.
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5.2.2 Position Determination Computation

Position determination using RAST is accomplished by hyperbolic multi-
lateration. The computation requirements for this task have been studied for
CAST, (see 8, Section 7.2), and the results are immediately app]icéb]e for RAST.
These results indicate that a present day general purpose computer could handle
the multilateration processing for 100-— 200 aircraft/sec. The parallel pro-
cessing capability of 25-50 such computers is required for surveillance of
50,000 aircraft at a 10 second update rate. This capability approximates that
which is presently at the dispbsa] of the combined ARTCC NAS Stage A féci]ities.

4

5.2.3 Ground Processing Conclusions

First order examination of just two of the tasks which are required at
the ground station of a system employing RAST indicates substantial require-
ments for analog/digital signal processing and digital computation. The implica-
tions of these requirements (hundreds or thousands of parallel units of various
sorts) relative to the operation and maintenance of a system employing RAST are
perhaps unclear in detail, but they do convey a strong impression that the
design of the computational facility is a critical technical area for RAST. A
more comprehensive analysis of the computational requirements wouid be worth-

while.
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APPENDIX A
SATELLITE ANTENNA COVERAGE ANALYSIS

A.1 COVERAGE ISSUES

If a high gain, narrow beamwidth satellite antenna is to be used with RAST,
a multiple beam capability is required. This raises a variety of issues con-
cerning (1) the number of beams to be used, (2) the disposition of the beam
boresight points and (3) the variation of coverage as a function of satellite
orbital position.

In this appendix we consider these coverage issues, at least in part, by
performing an analysis of the coverage provided by the 30 ft L-band dish speci-
fied in Section 2.2.1. Two approaches to this task are taken. The first approach
uses a simple geometric model to compute an estimate of the number of beams
required for complete coverage of CONUS to within 3 dB of the peak antenna gain.
The model is quite simple and thus leads to results of limited accuracy. In
the second approach, we compute coverage maps which display beam footprint contours
on CONUS. These contours are the locus of points at which the antenna gain
~ pattern is 3 dB below peak. By carrying out both of these computations for
a variety of satellite positions, detailed conclusions can be reached concern-
ing the coverage issues.

A set of satellite orbital parameters is required to carry out the indicated
calculations. To this end we shall first introduce a representative contellation
which appears to be attractive for the surveillance aspects of RAST. A1l orbital
data required by the coverage computations will be based upon this constellation.

Coverage from a number of orbital positions is computed.
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A.2 SATELLITE CONSTELLATION

The representative constellation which we shall use for our assessment
of the various coverage issues is one of those determined by Lee and Wade.]Z It
is a ten satellite constellation. Three satellites are in circular synchronous
equatorial orbit, and the remaining seven are in a synchronous elliptical orbit.
The three equatorial satellites are at longitudes of 170°, 100° and 30° W.

The elliptical orbit has longitude of perigee 100° W, eccentricity 0.35, and
inclination 110°. The seven satellites are spaced uniformly in time in the
orbit, resulting in a period of 3:26 hours for the constellation.

Because the inclination of the elliptical orbit exceeds 90°, the ground
track* of the orbit is unusual. It is a figure eight which wraps around both
poles, and has its crossover point over the southern part of CONUS. This ground
track is illustrated in Fig. A.1. Successive subsatellite points are indicated
at hourly intervals for the day January 3, 1973. Table A.1 provides_va]ues of
the various orbital parameters for the indicated subsatellite points. Each
subsatellite point is north of the crossover point for about 14 hours, and
south of it for the remaining ten.

Figure A.2 illustrates an azimuth-elevation plot for the elliptical orbit
as observed from 40°N, 90°W. At various points in the orbit the satellite
provides coverage from north, northeast, northwest, southeast, southwest and
overhead. When this is coupled with the coverage from the south provided by
the equatorial satellites, it is evident that this constellation provides the
multiple azimuth and elevation coverage necessary for accurate position deter-

. . 22 . , . .
mination. Each satellite is below the horizon for about five hours. Of the
*Locus of subsatellite points.

54



75

60

30

30

60

i

30

60

*\ﬂj J
AP S
vgﬂ' . : x
R TR - 14
‘ Py ) m~ "t . ® - 20 % .
— & )3( EQUATORIAL SATELLITES ]
e '
- s -
1 L1 1 L1 I Lo N N B
120 180 120 60 o] 60
Fig. A.1. Ground track for 10 satellite constellation.



TABLE A.1

ORBITAL DATA FOR SATELLITE CONSTELLATION
(ELLIPTICAL ORBIT)

Time N. Lat. W. Long.o Elev.° Az.o Range {(knmi)
1:00 47 133 55 298 26
2:00 55 150 43 312 27
3:00 63 170 34 325 28
4-:00 70 194 27 337 29
5:00 76 226 24 349 29
6:00 80 274 24 1 29
7:00 78 33 28 12 28
8:00 73 1 36 23 27
9:00 65 38 47 32 26
10:00 56 60 61 40 24
11:00 46 80 79 47 22
12:00 34 99 79 232 20
13:00 19 117 53 237 18
14:00 2 136 24 239 17
15:00 -21 155  mmmmmmmmmmeeeeeeeas
16:00 -49 177

17:00 =77 232 Below the Horizon

18:00 -64 355

19:00 -37 23 e
20:00 -16 43 9 132 18
21:00 2 61 36 138 19
22:00 16 79 60 155 21
23:00 28 96 75 206 22
24:00 38 114 69 272 24
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ten satellites, eight will always be above the horizon and on the average seven
will be at elevations greater than 15°.

A GDOP map for this constellation is illustrated in Fig. A.3.* At no
point in CONUS does the GDOP exceed 4.7, and its average value is 2.4. The
map is calculated for an aircraft in level flight; only satellites above 15°
elevation are assumed to be visible. Further investigations by Lee and Wade10
have shown that the constellation also has the desirable characteristic of
relative insensitivity of position determination accuracy to aircraft orienta-

tion, satellite failure and aircraft location.

A.3 COVERAGE: GEOMETRIC APPROXIMATION

Figure A.4 illustrates the coverage geometry for one satellite antenna
beam with its boresight point in CONUS. The antenna beam is assumed to be a
cone of half angle B/2. Its intersection with the earth is approximately an

ellipse of eccentricity

_  cos
& 7 Ccos(R/2) (A-1)

and semiaxesJr

- R sin¢ sin B
& % TSTn(6+8/2) SIn(4-672) (A-2)

b= R sin ¢ sin B
2 cos(B/2) /sin(¢+B/Z) sin(¢-B/2)

*
Geometric Dilution Of Precision is a magnification factor which relates posi-
tion measurement error to range measurement error.

TThese formulas are derived from standard results for conic sections.
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where R is the slant range to the boresight point and ¢ is the satellite eleva-
tion as viewed from boresight. The area covered by a single beam is approxi-
mately wab (the actual coverage area will be greater because of the spherical
nature of the earth's surface). An estimate of the number of beams required

to cover an area A around the boresight point is

number of beams = EQE (A-4)

Using the above formu1at the number of beams required for CONUS coverage
has been computed at hourly increments for the elliptical orbit in the constel-
lation. The cone angle g is taken to be 1.5° the 3 dB beamwidth of the 30 ft
dish at the 1600 MHz receiving frequency. Of the 24 hourly positions, 19 have
above the horizon elevation and therefore give meaningful results.

The coverage estimates obtained by this method are presented in Table A.2.
The estimates range from 3 beams (for low elevation satellites) to 17 beams

for satellites near the zenith. The average value is about 9 beams. Further
discussion of these results is deferred to the following section, where they

are compared to the predictions obtained from the coverage maps.

A.4 COVERAGE: BEAM FOOTPRINT MAPS

For the computation of the coverage maps, it was assumed that the satellite
antenna uses a total of ten beams. This is roughly the average number computed by

the geometric model. The boresight points (which remain stationary during satellite

*A is assumed to be the area of CONUS, 3 x 106 miz.
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TABLE A.2

COVERAGE ESTIMATES OBTAINED FROM GEOMETRIC MODEL

Time Number of Beams
1:00 8
2:00 6
3:00 5
4:00 4
5:00 3
6:00 3
7:00 4
8:00 5
9:00 7
10:00 10
11:00 14
12:00 17
13:00 17
14:00 9
% 1%:00 | eessccscssccea-e-
f 16:00
17:00 Below the Horizon
18:00
19:00
20:00 1 =eseecsmsm--oo-=-
; 21:00 11
‘ 22:00 13
23:00 13
24:00 11

s s A
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motion) are given in Table A.3. Five of the beam boresights are the northern
part of CONUS and five are in the southern part of CONUS.

Exact beam footprints were computed using a combination of computer pro-
grams available at Lincoln Laboratory. Figures A.5 (a-t) illustrate the com-
puted footprints for the 19 orbital points at which the satellite is above the
local horizon somewhere in CONUS. Each figure also indicates the estimated
number of beams required for complete CONUS coverage as computed by the geo-
metric model (Eq. A-4).

Even a cursory examination of the beam plots shows the great variation
in coverage as a function of satellite position. For example, consider
Fig. A.5 1. Here the satellite is nearly overhead (elevation 79°); the 3 dB
footprints for the most part do not oyerlap and there are large areas of CONUS
which do not have 3 dB coverage. In this case, more than ten beams would be
required for full CONUS coverage. In contrast, consider Fig. A.5f, for example.
The satellite is near apogee and therefore appears due north at low elevation
(24°), In this situation, the footprints are considerably larger than in the
previous case. In fact, it appears that the five beams having northern
boresights are sufficient for full coverage. In between these extremes are
cases where the footprints are narrow in the East and wide in the West, or
vice versa.

The coverage predictions yielded by the two methods are similar. The
geometric estimates rise or fall as the beam contours exhibit lesser or greater
overlap. The geometric method is most accurate for large elevation angles

and in those cases the two predictions are in accord. For low elevations,
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TABLE A.3
BEAM BORESIGHT POINTS

Longitude Latitude

Boresight Point (°W) (°N)
1 | 124 43
2 113 43
3 102 43
4 91 42
5 75 42
6 118 35
7 107 34
8 97 32
9 87 32
10 80 31
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the geometric approximation does not properly model the beam spreadina over

the spherical earth, and its utility is limited by the unusual shape of the

contour. Thus, for example, although the coverage estimate for Fig. A.5e is
three beams, the footprint plot indicates that about five are needed.

In interpreting the footprint maps it is important to take satellite
range into account. In the overhead case, the satellite is nearer to CONUS
than it is at apogee by a factor of about 1.5. Therefore, the actual signal
energy received at the satellite from an aircraft situated on a 3 dB contour
point is 3-4 dB greater in the former case than the latter. In situations
where the dominant source of interference at the satellite is receiver noise,
the additional gain helps to offset the gaps in 3 dB coverage which occur in
the overhead case. In a more accurate comparison of received energy for
various satellite positions, the 3 dB contours at apogee might be compared
to the 6 dB contours for the overhead position.

It is not possible to adequately describe our assessment of the coverage
issues in terms of a single number of beams which will adequately cover CONUS.
We summarize this assessment of the coverage problem by stating that anywhere

from 5 to 15 beams are required and that the average number is approximately

10.
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ig. A.5. “Satellite antenna 3 dB coverage footprint contours at hourly intervals.
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APPENDIX B

AN UPPER BOUND TO ACQUISITION MISS PROBABILITY

In this appendix, we derive an upper bound to PM’ the probability that
a given aircraft is "missed" on acquisition. A miss occurs if an incorrect TOA
quadruplet is supplied to the aircraft's track file by the acquisition sub-
system. The derivation carried out assumes; (1) the constellation employs the
minimum number of satellites, 4; (2) the effect.of mutual interference is the
same as that of an equivalent power in-band white Gaussian noise source at the
receiver input; (3) during acquisition the matched filter-envelope detector
output samples are taken at the DPSK chip rate.

In carrying out the derivation we ignore the effect of phantom signatures.
These arise when pulses from differeﬁt received signatures combine and appear
to constitute a valid signature, which however, is not present at the receiver
at the indicated TOA. The contribution of such phantom signatures to PM is
believed to be quite small. Phantom signatures do not occur when single pulse
aircraft signatures are employed.

The nomenclature to be used in the derivation is introduced below.

¢ = maximum TOA difference between retransmissions of
a given signature from two different satellites
o = update period
T. DPSK chip duration
Pe = false alarm probability per matched filter-envelope detector sample
Py = detection probability per matched filter-envelope detector sample*

pen]

—_—

~—
1}

the Marcum Q function

*
These are defined relative to the binary decision test performed on acquisition.
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Consider the acquisition of a given aircraft transmitting a P pulse
signature. The pulses in a P pulse signature are labelled A], A2,...,AP.
Let the TOA of pulse Ai retransmitted from the master satellite be ti' Assume
that the three remaining satellites are labelled; SAT(1), SAT(2), SAT(3). For
the aircraft which is to be acquired we will obtain an upper bound to PM by
Tower bounding the probability of the event complementary to a "miss," which
is a correct acquisition.

For the given aircraft to be correctly acquired it is sufficient that

the following four conditions are satisfied:

(1) The pulses Al”"’AP retransmitted from the master
satellite are all detected during the acquisition
period.

(2) None of the master satellite matched filter-envelope
detector samples taken from the A.| pulse matched filter
generate a false alarm during the acquisition period.

(3) The pulses Ay,...,Ap retransmitted from SAT(i);
i=1,2,3, are all detected during the acquisition
period.

(4) None of the SAT(i); i=1,2,3, matched filter-envelope
detector samples taken from the pulse A] matched filter in
the interval [t1—6, t]+6] generate a false alarm.

Conditions (1), (2) and (3) are self-explanatory. Condition (4) is merely a
check on the clustering of the A] pulse TOA's. If they do not 1ie within the
specified interval, then the aircraft position computed from these TOA's

would be an impossible one. A similar check could be made on the succeeding

pulses as well, but the A] check should be sufficient to weed out most of the
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phantom signatures or highly erroneous TOA quadruplets. Those which do pass
will subsequently be eliminated by the acquisition subsystem.
Conditions (1)-(4) are expressed mathematically in terms of the following

event definitions. o

For the master satellite receiver outputs, the pulses
A],...,AP, are declared present at the correct pulse i

TOA's during the acquisition period,

For the SAT (i) receiver outputs, the pulses A],...,AP

(]
1]

are declared present at the correct pulse TOA's during

the acquisition period.

For the master satellite receiver output corresponding
to pulse A], none of the (%%-- 1) receiver samples
examined during the acquisition period generate a pulse

false alarm.

For the SAT(i) receiver output corresponding to pulse
}A1, none of the %é-rece1ver samples examined in the

interval [t -§,t +6] generate a pulse false alarm.

Correct acquisition includes the intersection of all these events. Thus,

we have:

3 3 ’
{correct acquisit1on} D CO (/\\ Ci (/\\ C4 (f\ Bj (B-1)

i=1 j=1

Prob {correct acquisition} > Prob {Co} (Prob {C]})3 Prob {C4} (Prob {B]})3
(B-2)
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The event probabilities are

Prob (Co) = pdP
(B-3)
Prob (Cy) = py’
2
Prob (C,)r = (1 - pf)TC
%
Prob (By) = (1 - pf)TC
By applying (B-3) to (B-2), the following bound is obtained.
at+68
. s 4p Tc
Prob {correct acquisition} > Py (1 - pf) (B-4)

We now invoke the assumption that the mutual interference has the same
effect as an equivalent power in-band white Gaussian noise source. For the
matched filter-envelope detector in this evironment, Pyq and pe are related

(through the choice of detection threshold) as follows:

2E
P, = 0o /m—2, /-21 -
d (? Nors n Pe > (B-5)

In (B-5), Ep/Neff is the pulse energy-to-noise power density ratio. Néff is
the sum of the power densities of the receiver noise and the equivalent noise

power density of the mutual interference.
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Applying (B-5) to (B-4) brings

64
ot = /2E \ep
Prob {correct acquisition} > (1 - pf) Tc Q[ -N——B s V=2 In pf] (B-6)
eff

The false alarm probability (equivalently, the detection threshold) can be
varied to maximize the right hand side of (B-6). Since a miss is the comple-

ment of correct acquisition, the following upper bound is obtained:

Ct+.6_(§. E 4P
Py < 1 -max {(1-pg) Tc Q[/-N—Jl , /-2 1n pf] (B-7)

£
Pe y

The bound (B-7) is used in Section 4.4 in studying the acquisition per-

formance of systems employing RAST.
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APPENDIX C
TIME OF ARRIVAL ESTIMATION IN THE PRESENCE OF MUTUAL INTERFERENCE

In this appendix we consider the problem of estimating the time of
arrival of a PSK signal in the presence of both white Gaussian noise and the
mutual interference created by other received signals of similar form. In
previous analyses of this problem the effect of mutual interference has been
assumed to be the same as that‘of.an equivalent power in-band white Gaussian
noise source. We depart from this assumption and instead model the inter-
ference as a filtered Poisson process. Special assumptions concerning the

nature of the interfering waveforms are made which permit the development of

“a useful lower bound to the mean squared error in the TOA estimate.

The results are directly applicable to the problem of estimating the

arrival time of a single pulse PSK signature that might be used in a system

employing RAST. This signature type was described in Section 2 of this report.
In the final section of this appendix, the results are appropriately modified

so that they can be used for TOA error analysis of multiple pulse signatures

as well.

C.17  WAVEFORM AND INTERFERENCE PROCESS MODELS

Each signal under consideration consists of a number of pulses, each of
which is binary PSK modulated. Each pulse is composed of n binary chips. We
assume that the chips in each pulse are obtained by random selection, i.e., each
chip has phase angle 0° or 180° with equal probability. This model represents

the general RAST signature. Such a model is not unreasonable; it has been known
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for some time that single pulse PSK modulated signals constructed in this manner
can have favorable auto-and crosscorrelation properties.

Single pulse signatures of this type have the following simple mathematical

w“
oy

representation. Let P(-) denote a unit energy chip waveform (of duration TC),
and let a denote the i-th chip amplitude (ai = £1). Then
n
s(t) = /lrfj— D e Pt - ity (c-1)
i=1
E represents the total energy of S(t).

The phase angle of the received pulse is assumed to be random and uni-
formly distributed. The receiver consists of a matched filter-envelope
detector. The receiver input contain; the desired signal, white Gaussian
noise of spectral density N, W/Hz (single-sided) and a number of interfering
signals which are also PSK pulses modulated by different binary codes.‘ Before

proceeding with the TOA error analysis it is necessary to make explicit the

assumptions concerning the interference process.

1. The phase angles of the received pulses are statistically
independent (uniformly distributed) random variables.

2. The interfering signals arrive independently at the

by

matched filter receiver. Their arrival times are des-
cribed by a Poisson process. The arrival rate function
(u) which statistically characterizes the process is
assumed to be constant. For application to RAST, its
value is the number of signals transmitted to the |
receiver divided by the transmission period; this is
equivalent to the number of aircraft serviced/beam/sec.
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3. The average received energy per interfering signal is
AE. By varying X we can study the TOA estimation
accuracy for signals which are disadvantaged relative
to the interfering signals. For simplicity we assume
that each interfering signal has the average energy AE.

C.2 TIME OF ARRIVAL ESTIMATION ERROR: SINGLE PULSE

We begin the analysis by considering the interval of observation. The
desired signal is assumed to have a time of arrival, t, which lies in the inter-
val I = [—T0/2, To/2] (the a priori uncertainty interval). The receiver output
is observed over an interval including I for the purpose of estimating t. In
addition to the desired signal and the Gaussian noise, the receiver output con-
tains contributions from a number of interfering signals. Let Ts denote the
signal duration (Ts =nTC). Only those signals which arrive during the interval
[-(TO/Z-FTS), (TO/Z-FTS)] contribute interference within the uncertainty inter-
val I. Furthermore, only those that arrive within iTs sec of the desired signal
arrival time will contribute interference to the mainlobe of the matched filter
output. We note that when T0 <<Tg, almost all the signals which contribute to
the receiver output (within I) can be expected to overlap the mainlobe output.
This would not be true if T0 f>TS, but since we shall primarily be interested
in how the interfering signals perturb the mainlobe of the output signals, we
assume that the interference signals of concern are those which arrive within
an interval of duration 2Ts’ centered at T.

Let us look at the receiver output conditioned upon the arrival of exactly
m interfering signals within [-TS'+T, TS-+1]. For convenience, it is assumed

that their arrival times differ from that of the desired signal by an integral
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number of chip durations. Let the filter output corresponding to the i-th

3 0 . * (]
interference signal at time T be Vif'yi , and define

m

3 _ e

i=1

The total filter output at the signal arrival time is the sum of the desired signal
autocorrelation mainlobe (amplitude vE) and the interference (amplitude VAE x).
The noise output is a Gaussian random variable of zero mean and variance N0/2.

We will Tower bound the worst case mean squared error in estimating the
desired signal time of arrival, t, using a method originally due to Ziv and Zaka1?3
Further developments of this technique are reported in Orr and Yates. 17 The
essential concept of the Ziv-Zakai bound is that the mean squared TOA error
(;7) can be bounded in terms of the error probability for a related binary

hypothesis testing problem. The specific form of the bound is

where Pe(A) is the minimum error probability for the decision problem in which
the desired signal is transmitted at either time t] or time t2 (with equal
probability), where t,, t, e[-T /2, T /2], and [t; - t,| = 4.7 This bound-

ing technique is applied to the present problem by first computing a lower
bound to the conditional mean squared error, e2(m,x). This is the mean squared

estimation error conditional on the values of m and x. When the conditioning

*
The matched filter impulse response is normalized to have unit energy.

TFor this form of the bound to apply, it must be true, as it is in the present
case, that Pa(A) is a function of Y and t2 only through their absolute differ-
ence A.
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is removed by averaging over the joint probability density of those variables,
the result remains a lower bound to the TOA error, ;7.

In applying the bound, we ignore the presence of intefering signals at
all times other than those within T, of the desired signal arrival time. This
is consistent with obtaining the desired lower bound. The interference over-
lapping the mainlobe is represented as an additional signal component super-
imposed on the desired signal.

It is mathematically convenient to carry out the Ziv-Zakai analysis in
terms of the known phase, rather than the random phase, channel model (replacing
the matched filter-envelope detectors with matched filters). Since the error
probability for the known phase case is the smaller of the two, the result is
still a lower bound to ;?: This convenience weakens the bound by only a negli-
gible amount since the two error probabilities are so nearly equal.

The evaluation of ez(m,x) requires treatment of two separate cases. The
first case is that in which the autocorrelation mainlobe and the interference
outputs combine destructively. We interpret this to mean that the matched
filter output is negative at the true arrival time. This occurs only if
x < =1//x. We treat this case as though the signal were transmitted with no

energy. Then, of course, the optimum receiver for the decision problem merely

makes a random choice, and Pe (A) %-for all A. The corresponding error

m X
bound is

2( 0

e m,x) = —'8'— M X < ]/\/X' (C'4)

The second case is that in which the signal plus interference is positive

at the arrival time. It is treated as though the signal energy is E(1 + /Xx)z.
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The error probability for the second case is

Pe|m,X(A) = Q [(1 + /% x) (1 _'QA)}%;] s x> -1//% (C-5)

where Q(:) represents the Gaussian probability integral -
aly) = —= 7du e'“Z/2 (C-6) ".
Y

and Pp js the autocorrelation function of the received signal-plus-interference

process. The error bound corresponding to this cannot be calculated unless

the form of Pp is known.

Because the chips in the PSK pulse signal are chosen randomly we can assume
with some justification that the pulse signal has a narrow autocorrelation main-
lobe and low sidelobes. Except for the sidelobes, the PSK pulse autocorrelation
function resembles the autocorrelation function of the chip waveform. This is
the autocorrelation function which would result if the transmitted waQeform
actually consisted of a single chip of energy E, rather than n consecutive chips,

each of energy E/n. We choose this single-chip representation for 0A and

T

ignore the effects of the (Tow) sidelobes on the actual autocorrelation function.

Let us assume that the chip waveform, P(t), is an approximately rectangular

shaped pulse of duration Te and finite mean squared bandwidth 82.* The auto-

correlation function of such a pulse can be approximated as

*If, for example, the chip waveform is trapezoidal with rise and fall times

2 =
Ty then R Z/TFTC'
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1,22 2
V-840 3 Al < ——
BT
C
> V- (At 5 —— < |a] < v (c-7)
Pr - c °’ 2 - - c
BT
c
0 s T < el

Equation (C-7) can be applied to P (A) given by (C-5). The resulting Ziv-

e|m,x
Zakai error bound for this case has in fact been shown to be!’

' e2(m,x) > max {Ei’ Ee} . (C-8)
where
.2
() |0+ x)/ﬁ—;]; (s ot gy (o)
2
~ 0.1+
B. = ¢ s Y, < (1+ /Tx)z o<y (C-9b)
)
-—-—-—Q*Q%§——§-——75 s v, < (1+ /ix)? ﬁi- (C-9c)
(1 + /xx)" (§) 8 2 0
0
and

B = (T7°)2 Q[('l + ﬁx)/ﬂg] (C-10)



A *
The thresholds in the formula for Bi are given by

Y1 3.27 (C-11)

)2

Yo 1.14(BTC
The form of this result is discussed at length in Orr and Yates.]7 To summarize
briefly, the three regions of %i (C-9) correspond to: (a) errors of magnitude
comparable to the chip width (low SNR); (b) errors around the autocorrelation
peak when the waveform is indistinguishable from that of a square pulse (inter-
mediate SNR); and (c) local errors about the autocorrelation peak, i.e., the
Cramer-Rao bound (high SNR). The external bound, ge (C-10), accounts for
large anomolous errors due to noise peaks outside the autocorrelation
mainlobe.

Equation (C-9) can be simplified somewhat by assuming that T0 > T, for
the cases of interest, and by replacing the square pulse region of the %1
formula with the Cramer-Rao portion. The latter step weakens the bound only

slightly.

" ofo+ mVE] (c-12a)
e2(m,x) > max ° 3 x> =1/
0.083
(C-12b
(1 + /% x)2 ﬁi 62 )
0

*Note that Yo, > ¥Yqo since the time-bandwidth product BTC must exceed 7.
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Equations (C-4) and (C-12) provide the necessary lower bounds to ez(m,x). In
order to carry out the average over x, one must know the value of x at which
the two expressions in (C-12) cross. By inspecting the formulas one can see

that the solution is of the form

(1 + /ix)2

z|rn

= f(gT,) (c-13)

where f(.) is a function only of the time-bandwidth product BTO. Figure C.1
shows the value of E/N0 (called the threshold signal-to-noise ratio) at which
the expressions cross in the absence of mutual interference (i.e., X = 0).
The solution for x is readily obtained from this graph for any nonzero value
of A.

Let us first restrict attention to values of E/N0 which would be above
threshold in the absence of mutual interference. For these cases, the value
of x at which crossover occurs must be negative. Then (C-12a) will dominate at
small E/NO, and (C-12b) at large E/No. We will further underbound ez(m,x)
if we arbitrarily set the crossover point at x=0. Using this procedure, we

obtain the following bound on ez(m,x):

2
.
7% H x < -<¥_
A
2 e
1
e(m,x) > 2 gl + v/ x E—];-—-<x<o c-14
3 [ I xS (C-14)
0.083 . 0 <x <a

(1 + /X 08 6
0
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Fig. C.1. Threshold signal-to-noise ratio vs BTO.

90



A
o

If, on the other hand, E/N0 is below threshold, the crossover point is
at a positive value of x. In that case we further underbound ez(m,x) by

ignoring the Cramer-Rao portion of the bound:

12
_él : —o < x < =1//N
ez(m,x) >
T2 -
-42 Q[(] + A x) -N%]; -1/ <X <o (C-15)

E/N0 below threshold

Now we compute the expectation of ez(m,x) with respect to x for a non-
zero value of m. For a fixed value of m, x is a linearly scaled and translated
binomial random variable. It is essentially equal to

m n
‘= %_ :E ;5 2 (C-16)

i=1 j=1

—

where a5 = +1 with equal probability. Thus X = 0 and x“ = Since x is the

S|3

sum of mn identically distributed variables, where n will be reasonably large

(500 in the cases of interest), we can assume that x is a Gaussian random variable.
Given this assumption about'x, the average of e2(m,x) can be lower bounded
by averaging the lower bounds (C-14 and C-15) with respect to x. In the former

case (E/N0 above threshold), the average leads to three integrals (I],I2 and 13),

*Equation (C-16) is strictly true only if all m interfering signals overlap the
desired signal completely. For partial overlaps, there are fewer summands and

the variance of x exceeds m/n. This minimum variance assumption for x is con-

sistent with obtaining a lower bound to eZ.
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the resultant lower bound being the sum of these. Each integral corresponds to

one of the regions of x indicated in (C-14).

Integral 11:

-1/Vx T2 _.r_‘iz_
I, = dx -%% L e oM
-00 T/ n
2
T
- 0 n
e  lyar- ]
Integral 12:
2 -“7"-2-
T , . m
e | w3 o) fE] ¢
0 mm/n
-1/
e
T \ 2
. .0 mA E e
- 2 w0 E] e
-v/h/mA
( 2+ 2
12 ) _uZ_Vl
0

The formula for I2 has been converted to an integral of a standardized

two dimensional Gaussian variable over a portion of the plane.

(C-17)

“ar
=7

(c-18)

Figure C.2a in-

dicates the integration region. 12 can be lower bounded by diminishing‘the

integration region as indicated in the figure. Using that region the follow-

ing is obtained directly:
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e B olff) (3o (B)] e

<y - DX
Zm
~ 0.083 e
I, = dx
3 gﬂ v2mm/n (ﬁi)'82(1 + /A x)2
0
_ 0.083 [ et/

() 8 02 (u/T 2

It is easy to prove that the denominator of the latter integral can be upper

and Tower bounded to within a factor of 2 as follows:

1 1 1
m 2y < 2 S 2
2(1 + = u°) (1 +a/'ﬁ“ u) 1 +v7T- u

(C-21)
n

Using the Tower bound in the integral (C-20), one obtains:

® 2 2
-u /2 % -u-/2
]‘ du e_i_ > du e -
0 V2 (1 + %%_ u)z g- Vo 2(1 + %%~u2> (c-22)
n

*The integral is given on p. 338 of Gradshteyn and Ryzhik.24
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Using the following standard lower bound to the Q(+) function,

2
- /2
2e”” (C-23)

Q(x) >
ver (x + Vv x2 + 4 )

(C-22) can be further simplified. The resulting bound on I, is

0.0415
1 (c-24)

I, >
37 e (1 /1 Im)

The condition under which I3 makes a significant contribution to the
In that case the upper bound in (C-21) is

Therefore, we can in-

total bound is when mxr/n is small.

a more accurate approximation than is -the lower bound.

crease (C-24) by a factor of 2:

13 > 0.083 (C-25)
(emg) &2 (14 W+ 38)
Summing I], 12 and 13 yields

ef(m) = E Lef(mx)]

2 S

2 2 olfE) o) [ - alfE)
8 N mx \/No
(C-26)

0.083 ; E/N0 above threshold

(e/n,) 82 (1+ N1+ )
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For E/N0 below threshold, the average consists of two integrals. The

first is 11, which has been evaluated in (C-17). The second is a modification
of 12 (call it 12):

2 2m
e
e [ B afovo B §
0 Ve *
-1/vVX (C-27)
2 ) u2+v2
[+ -] 2
= ._Q /ﬂ _[ dv €
a _ _ 2
-/n/mx (1+/mx/n u) /FF' "
0
The integration region in the u,v coordinates is indicated in Fig. C.2b. We
lower bound 12' by upper bounding the volume in the complement of the integra-
tion region. Specifically, we compute the two indicated half-plane volumes.
This leads to
E/N
1- 1, /(T /4 [ -"—] - 0 -
/( /)< /=% | *Q /G/No)ﬁnvn)+1 (C-28)
or
\ Tg B E/Ng - n | ‘ :
202 7 Y e ym/my + 1 'Q[ ﬁ] (C-29) ’
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The bound on e2 (m), (I] + 12'),13

E/N
ZQ,:\/(;/NO)(mJn) . ] -Q l:\/%]! (C-30)

2
.
e (m) > ¢

When m = 0, we use the no-interference expressions, which are obtained

from (C-12):

2
T N
0 £\, .
) = Q<\/N;>’E/No below threshold
e”(0) > (C-31)
-94§§-——2 5 E/No above threshold
(E/Ng)8

What remains to be accomplished is the expectation of ez(m) with respect to

m. We do not have a closed form expression for this average. It is indicated as
a sum over the Poisson variable. Following the earlier discussion, we assume

that m is Poisson with mean m = 2uTS:

m
(2uTS) -21JTS

Prob (m) = ——m—l'— e / (C-32)

Then

— & (2uT )™ T
e’ > :Eg —— e ° e?(m) (c-33)
m= :

The appropriate expressions are substituted in for ez(m), according to whether

E/No exceeds threshold.
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In order to apply these results to the RAST signature TOA analysis in
Section 4 of the report, the calculation indicated in (C-33) is carried out

using a partial sum of the first 40 terms of the summation.

C.3 TIME OF ARRIVAL ESTIMATION ERROR: MULTIPLE PULSE

i

Time of arrival estimation for a multiple pulse signature is accomplished

»
¥

by measuring the TOA of each individual pulse. A translated average of these
estimates is used for the signature TOA. The presence of the additional pulses
reduces the TOA error because of the averaging. However, in the mutual inter-
ference environment which we have described, there is the opportunity to incor-
rectly associate a received pulse with its parent signature and thereby make a
large TOA error. We now show how to modify the preceding analysis to account
for these two effects. |

The receiver for a P-pulse signature has a filter matched to each of the
pulses. In estimating the pulse TOA's, the output of each filter is examined
over an interval of width T0 centered at the expected arrival time for that
pulse. Each of these matched filter outputs may contain the desired pulse,
interfering pulses from other signature arrivals and Gaussian noise._ The par-
ticular pulse to which the filter is matched may also be contained in one of the

interfering signatures. This is in contrast to the single pulse case, in which

i “."‘

all signatures could be required to differ by some prescribed amount. Recep-

4

tion of a spurious pulse of this sort can cause a large TOA error if the desired

pulse is masked. The effect of spurious pulses on the TOA error is analyzed as

follows.
We assume that the spacing between signature pulses exceeds (TS + To).

This guarantees that no more than one pulse of an interfering signature can
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be contained in the arrival uncertainty window. Thus, each interfering pulse
arrives independently of all others, and the Poisson arrival model which was
used for single pulse signatures now applies directly to the multiple pulse
problem,

A spurious pulse ambiguity results when one or more interfering pulses
arrive within the uncertainty window, and at least one of them has the same
waveform as the intended pulse. If the intended user is significantly dis-
advantaged in power relative to the average user, the receiver will almost
always make its TOA estimate on the basis of the received energy of the spurious
pulse. In order to be consistent with the assumptions leading to (C-33), the
single pulse TOA error bound, we calculate the worst case error which can
arise from spurious pulse receptions.

As a cohsequence of the Poisson arrival model, the arrival time of an
interfering pulse is uniformly distributed throughout the observation interval.
The resulting TOA estimate is assumed to be similarly distributed. The worst
case error occurs when the intended pulse arrives at either endpoint of the

. . 2 . .
observation interval; e s the mean squared value of this error, is

Wi T
_ 0
e = L (C-34)

Let q denote the probability that no spurious pulses are received within -

the uncertainty window corresponding to a given pulse. The mean squared TOA

error for that pulse, ;g » 1s bounded by
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€ > afé -9 (c-35)

where ;? is the single pulse error given in (C-33). The calculation of q 1is

straightforward. It will be done in terms of the signature arrival rate u:

uo= (C-36)

(the right hand side quantities are defined in Section 4.3).

Each interfering P-pulse signature may arrive so that any one of its
P pulses overlaps the intended pulse window. Thus, the set of arrival times
for which that signature contributes an interfering pulse has duration PTO.
The probability that exactly m such signatures arrive is

(uPTO)m -uPT,
Prob (m) = —r e (C-37)

The probability that none of the overlapping pulses are identical to the
intended pulse is (1 - %Jm, where N is the size of the elementary pulse set.
Thus, the probability of no spurious pulses is

© m
(UPTO) -uPTO 1
ml e (- N)

L0
"

m=0
uPTo

oY

= e N (C-38)
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Then the per pulse TOA error is
o N o2 N | o
P 3

+ |1 -e (C-39)

Since the P intended pulse TOA's can be averaged in determining the signature

TOA, the total error is

2 - B | (C-40)
For small arrival rates, the single pulse term in (C-39) is dominant.

For very large arrival rates, spurious pulses are a virtual certainty, and the

T§/3 dominates. The behavior at intermediate rates depends upon the threshold

behavior of ;7 as a function of u.
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