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INTRODUCTION

The major software functions in the DABS sensor are channel
management, surveillance. processing, data link processing, and network
management. Channel management regulates the use of the RF channel,
and this task is the subject of the present report. The interaction of channel
management with the other functions is also discussed. Surveillance pro-
cessing carries out tracking and position reporting, data link processing
regulates the transfer of messages on the DABS data link, and network
management coordinates the sensors.of the network.

Any sensor which repeatedly transmits pulses (radar) or interrogations
(beacon) and then listens for echoes or replies exercises Ychannel manage-
ment, " the regulation of activity on the RF channel. In a radar/beacon
system of conventional type, chamnel management is very simple and its
design amounts to little more than application of the radar scanning equation.
In the DABS sensor, channel management is more complex. The major
reasons are the following:

a) 'The DABS sensor must operate with two classes of transponder --
ATCRBS and DABS transponders -- which share the A'I‘CRBSl
frequencies on uplink and downlink. Thus, one channel is used
to support two surveillance systems at the same time.

b) DABS interrogations address single aircraft discretely, therefore
the sensor must be able to predict when the aircraft will be

within the antenna beam.,



¢) Channel time must be allocated to each individual DABS interro-

gation and reply. Therefore, a prediction of aircraft range is

g

required.
d} DABS surveilla.nce‘ procedures often require more than one interro- -
gation to each aircraft, and the needs of data link will sometimes
require still further calls. If a given in"cerro.gation fails to pro-
duce a useable reply, the sensor must be able to repeat the
attempt as long as the aircraft remains in the beam.
The channel management strategy used to meet the above requirements
has two main features. First, the RF channel is time-shared between the
ATCRBS function and the DABS function as shown in Figure 1. ATCRBS
interrogations are transmitted at a rate which is low enough to leave time
between successive ATCRBS interrogation/listening periods. This time is
used to perform the DABS functions. Second, the sensor maintains a regularly
updated list of DABS targets within the antenna beam and it utilizes the DABS
time to make repeated passes th'rough this list, scheduling discretely-address-
ed DABS interrogations and replies on a non-conflicting basis, A single air-
craft may appear on one or more of the resulting'schedules of interrogations
and replies, so that multiple surveillance and communications tasks can be |

accomplished. In the case of reply failure, the repeated scheduling of

interrogations to an aircraft provides a high overall surveillance/communi-

Channel management is supported by the other software functions in

several ways. Surveillance processing provides the predicted position of
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each DABS target in track, so that the aircraft may be interrogated. while
it is within the antenna beam. Predicted range is also needed in the
scheduling process so that rephes can be anticipated and received w1thout
interference from interrogations or other replies. Data link processing
provides organized lists of pending messages for each DABS-equipped

aircraft so that channel management can determine i

and character of the interrogation/reply pairs to be scheduled to each target

when it

'D’

control over the kinds of service, both surveillance and communications,
to be afforded each aircraft.

Channel management has complete control over the transmitter/
modulation control unit and the DABS and ATCRBS reply processors.

Channel management communicates with these units by means of a strean

ears within the beam. Network management exercises dynamic

of interrogation and reply control commands, issued by channel management,

of DABS reply data blocks, issuing from the DABS reply

and by a stream
processor. When a target leaves the beam, a record of channel activity
and downlink message data is passed on to the other software functions.

Channel management is also in contact with the real-time clock and the

antenna azimuth register.

”

Channel management is organized into five subfunctions, as foliows:

1) Channel control
2)
3) Transaction preparation
4) Target list update

5) Transaction update

ﬁJ
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Parts I and II of this report are devoted to the first two subfunctions,
respectively, and discussions of the remaining three are combined in

Part [II. The interaction of the five subfunctions is summarized in

Figure 2, which illustrates the data flow (solid lines) through processing
functions and data buffers, and control (dotted lines) emanating from
channel control. The remainder of this introduction consists of brief
summaries of the operation of each of the channel management subfunctions.

Channel control is the heart of the channel management function.

It monitors the system real-time clock and the antenna pointing direction,
seeing to it that all ATCRBS and DABS activities take place at the proper
time and in the proper sequence. Channel control regulates the other
channel management subfunctions, activating them periodically. Also,
channel control manages the flow of control commands to the hardware
units and if directs the transfer of DABS reply data blocks from the reply
processor' to channel management memory.

At regular intervals, channel control directs transaction preparation
to provide a list of targets about to enter the beam. Transaction preparation
consults the surveillance file which contains predicted position, the pending
uplink messages and downlink message requests placed there by data link
processing, and control information generated b'V network management.

iIf basic surveillance, synchronous service, and various messages
are all pending for a target entering the beam, then transaction preparation
will determine the number and type of interrogations required to accomplish

this task. Each interrogation elicits a definite type of reply, and a particular
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pairing of interrogation and reply types is called a "transaction.' A transaction
may involve a single interrogation paired with a single reply, multiple interro-
gations paired with a single reply, or a single interrogation paired with multi-
ple replies.

A number of "standard transactions,' which combine the possible
message lengths used by the system for single interrogations and replies,
are illustrated in Figure 3. Extended length message (ELM) transactions
are shown in Figure 4.

In general, more than one transaction is planned for a given target
in a‘ given scan. The output of transaction preparation is a list of ''target
transaction blocks, ! one for each new target, containing a complete speci- .
fication of the required set of transactions needed to accomplish all pending
surveillance and communications tasks.

The basic DABS sensor utilizes a rotating fixed-beam antenna. This
antenna will be of the fan beam type, covering 45° or more in elevation, and
only a few degrees in azimuth. Thus a given target is "visible' on the order
of one percent of the time, and channel.management must execute all the
planned transactions to this target while it is within the beam. This is
accomplished by maintaiﬁing an "active target list, " which contains in-
formation on every target which is presently within the beam and with
transactions still pending execution. The entries on this list are target
transaction blocks, supplied in groups by transaction preparation. The
active target list is maintained by target list update, which is activated

intermittently to accept a new group of target transaction blocks and
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merge them with those on the existing list., Target transaction blocks of
targets which have either been fully serviced or have fallen behind the

beam are removed by target list update at this time. The active target

'y

list is organized in order of decreasing target range, for the benefit of
roll-call scheduling, and this order is maintained as new targets are added
to the list.

Within each target transaction block is a pointer which indicates
which transaction is to be executed next for this target., It is the responsi-
bility of roll-call scheduling to produce a set of interrogation and reply
times, or ''roll-call schedule,' which allows the sensor to carry out the
indicated transaction for some or all of the targets on the active target
ligt. Intervals of time devoted to this activity are the DABS periods
illustrated in Figure 1. The active target list is updated in advance of
each DABS period, and during such a period, one or more roll-call
schedules are produced.

To produce a schedule, roll-call scheduling will begin with the
first (longest-range) target on the list, scheduling an interrogation at an
assigned start time of the schedule, and it computes the expected reply
arrival time and provides for a suitable listening petiod. Subsequent
targets are scheduled by placing their reply listening periods in sequence l
and computing the corresponding interrogation times. The process continues
until an interrogation, so scheduled, would overlap the first reply. Instead,
this interrogation is deferred to start a new ''cycle, " as the set of interro-

ga.tion and reply times just produced is called. A cycle is illustrated in

10



Figure 5, top line. This cycle contains four transactions, and would be
part of a roll-call schedule which consists of several such cycles, as
illustrated in Figure 6. Since the aircraft dn the active target list are in
various stages of completion, with respect to DABS activity, each one is
likely to be represented on a given schedule by a different kind of transaction.
The cycle of Figure 5, top line, illustrates this feature by including long
and short interrogations, coupled with long and short replies.

The cycle also includes one synchronized transaction, shown cross-
hatched, which differs from the others in that the reply is separated from
its neighbors by time buffers. These buffers are required for synchronized
transactions in connection with subepoch reply timing and the prevention
of interference on the air-to-air link. The other cycles shown in Figure 5I
illustrate the inclusion of uplink and downlink ELM transactions.

Roll-call scheduling is activated by channel control, which provides
the actual time at which the schedule is to start and the remaining time
available in the DABS period. If there is not enough time available to
schedule the current transaction for each target on the list, then certain
priority rules are exercised in the allocation of available time.

All replies are examined by transaction update and, if a transactio;n
is successful, this subfunction will modify the target transaction block so
that the next planned transaction is pending execution. If there are no re-

mainiﬁg transactions, the té.rget transaction block is flagged for removal
from the active target list. If a transaction fails, transaction update will

arrange for it to be repeated. For targets newly entering the beam, the

11
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number of attempts to execute the first transaction is limited, and re-
interrogations will be made in a special high-power mode. This procedure
is also regulated by transaction update. In certain cases, the presence of
flags in a DABS reply will cause transaction update to arrange for an
extra interrogation, not planned in advance of the target's entry into the
beam. This feature is used to service pilot-originated requests to transfer
messages or emergency indicators from the aircraft to the ground.

The DABS sensor is specified in detail in Reference 1. Although
this reference (the Engineering Requirement for the DABS sensor) is not
generally available, cross-referencing to it has been included here for the
benefit of some readers. This description given here is self-contained and
complete to a congiderable level of detail, however, and does not depend
upon access to the Engineering Requirement.

Reference 2 is generally available, and it covers the signal formats

and data link protocols associated with them.

14
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PART I
CHANNEL CONTROIL,

I-1, Overview

Certain basic concepts and definitions are introduced here followed by
brief summaries of the operations of the four subfunctions controlled by
channel control.

The DABS system utilizes a multiplicity of interrogation and reply types.
There are two interrogation signal durations (short and long) and two reply
signal durations (short and long)., Numerical values, in microseconds, are
given in Table 1.

Table 1. Signal durations.

Short Long
Interrogation 18.5 32.5
Reply 64,0 120.0

As described in Reference 2, there are several message types for each of the
signals whose durations are given in Table 1. Particular message types are
used to accomplish various surveillance and communications tasks, usually '
combining position determination and message delivery. A particular pairing

of interrogation and reply message types is called a 'transaction.' The manner
in which transactions are chosen to accomplish DABS surveillance and communi-

cations objectives is described in Part III of this report.
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A 'poll-call schedule' is a time-ordered list of interrogation times and
corresponding reply listening periods, which together represent a schedule of
transactions. One or more roll-call schedules are computed and executed
during each period of time in which the RF channel is devoted to DABS roll-call
activity.

The transaction preparation subfunction produces a target transaction
block for each target before the target enters the antenna beam. The basis
of this activity is information contained in the surveillance file, which includes
the so-called "active message lists' of pending uplink messages and downlink
message requests, The surveillance file ;:ontains predicted position and vari-
ous control bits, updated by surveillance processing and network management.
The active message lists are maintained by data link processing. 'The surveil-
lance file is azimuth-ordered and transaction preparation is given 2 "new azi-
muth limit'" each time it is activated. Transaction preparation will retrieve
targets with predicted azimuths between this new azimuth limit and the previous
azimuth limit from the surveillance file, Target transaction blocks are thus
produced in groups, ready for merging into the active target list. Within each
block, one transaction will be designated for execution.

The target list update function is activated intermittently along with '
transaction preparation. Target transaction blocks generated previously are
merged into the active target list, preserving the ordering on predicted range,
by targét list update. This subfunction also removes targets (i.e., it deletes

the target transaction blocks) from the active target list if they have no further

16
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pending transactions or if they have fallen behind the beam. Removed target
transaction blocks constitute the ''released target list,' which is used as

input for the next cycle of surveillance and data link processing.

roll-call activity. The roll-call scheduling function is called upon next to
produce a roll-call schedule from the active target list. Certain priority rules
are exercised by this subfunction so that the most important transactions are
executed in the limited time that may be available. No target is represented
by more than one transaction in any given schedule. After the replies from
one schedule are received and processed, another schedule is formed within
the same roll-call period until the time available is insufficient for another
schedule.

After each schedule is computed, transaction update is activated to
assess the reply data. If a transaction is completed successfully, the corres-
ponding target transaction block will be modified so that the next transaction
planned by transaction preparation can be executed. In certain cases, new
transactions are generated and inserted by transaction update. Unsuccessful
transactions are simply repeated. If no further transactions remain pending
after a successful reply, the transaction block is marked for deletion from the
active target list by the next action of target list update. Whenever transaction
update is finished, the active target list is ready for the generation of a new
schedule.

The coordination of these activities is the responsibility of channel

control, Sections I-2 and 1-3 are devoted to descriptions of the time-line

oy
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structure used by the DABS sensor and the means of communication with the
clock, azimuth shaft encoder, transmitter/modulation control unit and the
reply processors. Sections -4 and I-5 concern ATCRBS scheduling and DABS
roll-call scheduling, respectively, and Section I-6 contains an illustrative

channel control algorithm and flow chart.

1-2, Time Line Structure and Frame Management

The concept of a structured time line is a simple generalization of the
notion of 2 regular or staggered PRF in a radar or beacon gystem. Ina
DABS sensor at any given time, the RF channel is committed to either ATCRBS
or DABS roll-call activity or else it may be idle. It is assumed that these
three cases occur in some periodic, patterned sequence, and this sequence
defines the time line structure. The time interval over which this pattérn
repeats is called the frame duration and the pattern itself is called the frame.
An ATCRBS period is an interval of channel time which contains an ATCRBS
interrogation and lasts at least as long as the longest ATCRBS listening period
in use by the sensor. A DABS period is an interval of channel time devoted to
DABS roll-call scheduling activity. A frame may contain one or more ATCRBS
periods, one or more DABS periods, and one or more idle periods.

It is intended that the DABS sensor be flexible enough to operate with an
arbitrary time line structure so long as the corresponding.frame is of reasc;n~
able duration and is consistent with surveillance requirements and the antenna
in use at the time. These points are discussed in more detail below. To attain
this fléxibility, the DABS sensor is designed to accept a time line structure as

a variable input. Channel control has the responsibility of timing and

18



sequencing all DABS channel activities in accord with the frame in use at any
given time. In particular, given a real-time reading, channel control must
be able to determine the nature and start time of the next forthcoming period
of channel activity. This exercise of this capability may be referred to as
"frame management. "

A simple technique of frame management is based on the use of a
frame table.'' This table is a file, the entries of which correspond, in
sequence, to the active periods which make up the frame, The frame table has
a header which contains the number, K, of frame table entries and the duration
of the frame in time. The frame duration, as well as all other time parameters
in the frame table, are represented as 16-bit words whose least significant bit
represents 16 pysec. The relation of this unit of time to the DABS real-time
clock will be explained presently. A particular point in the time line pattern
will be designated as the start of a frame. The frame itself is a sequence of
contiguous periods. Each active period is represented by a frame table entry.
Each entry contains a word which represents the start time of the corresponding
period relative to the start of the frame, a type code, and a data field, as
jllustrated in Table 2,

In Table 2, the relative start time of the kth period in the frame is
represented as T(k}). The TYPE field identifies ATCRBS, and DABS periodsl.
Also, TYPE identifies the ATCRBS 'delay mode', which defines the method
by which actual ATCRBS {firing time is computed, and the DABS "gchedule mode'',
which determines what kinds. of transaction (synchronized, unsynchronized or
both) are to be included in the schedule. The character of the DATA field depends
upon the value of TYPE (ATCRBS or DABS) and the separate cases are discussed

in later sections of this report.
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Table 2. Frame table,

Header K Frame Duratibn
1 T (1) Type (1) Data (1)
2 T (2) Type (2) Data (2)
3 T (3) Type (3) Data (3)
K T (K) Type (K) Data (K)

Channel control always maintains the current values of two quantities:
(1) the clock time at which the frame in progress began, and (2) the index, k,
of the frame table entry which corresponds to the period currently in progress.
The channel control algorithm includes a means of sensing the end (or approach-
ing end) of any period within a frame. In addition, 2 real-time clock reading is
made available to channel control at, or immediately after, such a period end
is sensed. Thus, upon sensing a period end, channel control can increment k,
determine the relative start time of the next forthcoming period, and predict
the real time at which this period will commence, Comparison with the real-
time reading provides the time-to-go, or ''waiting time, " until the start of the
next period. If, through some failure, the next period start time is already’
past, channel control can continue to increment k until its next future respons-
ibility is determined. Whenever the incrementing of k causes it to exceed K,
a frameé has ended. In this case, k is reset to unity and the frame duration is
added to the stored 'frame start time, " maintaining the currency of this para-

meter. Subsequent channel activities will be executed at actual times which

20



are first computed relative to the stored frame start time. In this way,

)
8 OI

cu

channel control maintains the periodic scheduling of frames and perio
activity within the frames.

In order to complete the discussion of frame management, it is neces-
sary to describe the DABS sensor clock, or, more precisely, that portion of
the sensor timing subsystem with which channel management interacts. A
more complete description of the DABS timing subsystem may be found in
References 1 and 3. This clock consists of a precisely-controlled 16 MHz=z
frequency source drivinrg four counters in sequence. The two fastest counters
are ordinary eight-bit binary counters, while the two slowest counters reset

to zero every 125 input counts. The entire clock resets to zero every 64 sec,

since

6

16 1671 - 64 x10° .

1252 x 2

The 64-sec output is, in effect, synchronized to an external time-of-day
standard so that all DABS sensor clocks are synchronized. The slower 125-
counter is not accessible to the software and the faster 125-counter is imple-
mented as a seven-bit binary counter which clears on the next input count after
it reads 124, If we add an eighth bit, always zero, to the left end of the seven-
bit field representing the state of the faster 125-counter, then we can represent

|
the state of the accessible portion of the clock as a set of three (eight-bit) bytes.

We use the following notation for time, T, as represented by the clock:

T = (&Im!n) .

21



The low-order bytes are represented by integers m and n, which range from
zero through 255, while the high-order byte, £, ranges from zero through 124,
The clock period, or least significant bit, is called a ''range unit, " denoted

u. One Ru represents a time interval of 62.5 nsec. Clearly, the time

represented by T in the expression above is

H
1

(65536 £ +256 m +n) Ru

£ x 4,096 msec
+m x 16 usec

+n x 62. 5 nsec

In order to deal with time in 16-bit words, the sensor makes use of an
unsymmetrical exchange of time information between hardware and software.
When channel control requests real time, or is given real time as part of
another hardware-to-software response, only the two higher -order bytes are

transferred. Such a time can be represented in the form
T=(tm|

which uniquely identifies the bytes being transferred. 'Time words'' of this
kind are thought of as being in "time units, " which are 16 psec in magnitude
On the other hand, software-to-hardware commands which reference a time

for execution, contain only the two lower-order bytes. Such a time can be

22
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which is still in range units. The ambiguity agssociated with these two low-
order bytes is 4. 096 msec. A command containing an execution time in the
above form will be executed as soon as the two lowest-order bytes of the
real-time clock agree with the bytes transferred in the command, Thus, a
special procedure is required when channel control must issue a command
to be executed more than 4,096 msec in the future. This procedure is de-
scribed in Section I-3 in connection with the so-called ''pseudo-ATCRBS"
interrogation control commands.

Real-time clock readings (time words) in the form
T = (£ Iml s

are ambiguous by 0.512 sec (=125 x 4. 096 msec), and this must be considered
whenever future times are predicted. For example, suppoée that T, as ex-
pressed above, represents the clock time of the beginning of the current
frame, and the end of the last period within the frame is sensed. Channel

control will then add the frame duration expressed as

Frame duration = (ﬂoimo »

to T in order to update this variable. Let the new value be

Ty o= gy lmy],
and suppose that {4, turns out to exceed 124 (say, &; = 126). The arithmetic is
valid but the new time is not, and it must be corrected by subtracting the clock

period, 0.512 sec, which is equal to 32,000 time units. The clock period is

represented in the form

Clock period = (p|0],

23



where the low-order byte is all zeros, and the high-order byte is
p=[01111101].

The negative of this period, represented in two's complement form, is
- Clock period = (p'|o},

where

p = [1 000001 1].
It is easy to see that if 4, lies in the range

124 < £1 = 127,

then adding (p' l 0| to (E1|ml| will produce the correct future clock reading with-
out overflow. If the computation of T, leads to an effective time value in ex-

cess of 32767 (=215

-1) time units, then the {,1 -byte will indicate a negative
number (i.e., an eight-bit count in excess of 127 in the high-order byte), and
overflow will have occurred. As before, the correct time is obtained by add-
ing (p'| 0], and ignoring the overflow which will occur. It is assumed here
that the frame duration never exceeds 0.5 sec, hence Ty will never carry out
of the high order byte of the time word.

When the interval of time between a clock reading and the projected
time of occurrence of a future event is computed, a large negative result can
be obtained if 2 clock zero occurs between the two times., We test for this case
by checking to see if the computed ''waiting time'' is negative by more than half
the clock period. (It is assumed that no waiting period should be as large as

half a clock period.) If this is the case, the correct waiting time is obtained by

adding the clock period, ( p |o] . If the computed waiting time is negative by
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mount smaller than half the clock period, it is assumed that the system

Ral

i

somehow fell behind in its responsibilities, and the time of occurrence of the
future' event is already past. W’e agsume fhat such a failure will be detected
before channel control falls behind by as much as half the clock period, and
recovery is accomplished by moving forward in the frame until an event is
found which is actually in the future, A similar situation arises when the sys-

tem falls behind, but a waiting time appears to be large and positive, again

times., This is corrected in a simi-

lar fashion, as shown in the flow charts of Section I-6.

I-3. Communication with the Hardware
The hardware elements with which channel management interacts are
the following:
.1. The real-time clock,
2. The antenna azimuth register.
3. The transmitter/modulation control unit.

4. The ATCRBS reply processor.

The D

. a5

A RS rgpl}r DroCcessor.,

»

The nature of the interface between channel management and the hardware
elements will obviously affect the internal structure of the channel managerr'lent
software, especially that of channel control. The assumed properties of this
interface are described in the present section, and the discussion in subsequent
sections is based upon these assumptions. The intention is to give a point of

departure, i.e., an example of how channel management can be accomplished
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Channel control has the capability to execute a ''read time'' command,

which results in the transfer of a time word, of the type (&'|m| , from the

clock through the interface, The time word, and the notation used in con- *
nection with it, has been explained in Section I-2, .
A similar capability is the ''read azimuth'" command, which results
in the transfer of an 'azimuth word" through the interface. An azimuth word
repreéents the current contents of the antenna azimuth register (a 14-bit
dri{*en by the antenna shaft encoder), right-justified in a 16-bit word.
The least significant bit of the antenna azimuth register is called an "azimuth
unit, " Au. One azimuth unit represents (.2'14)-th part of a circle, or approxi-
mately 0, 022°. |
Channel management communicates with the transmitter /modulation
control unit by sending it 'interrogation control commands, ' which contain the
time of the intended interrogation. Time, in an interrogation control command,

- woam L e hlom £
[ i

is expressed in range units, in the Iorm }mi n), in the notation of Section I-2.

’ S 11
An eight-bit control field identifies the command as an ATCRBS or DABS
interrogation control command, as well as the transmitter power, DABS
message length, ATCRBS mode and ATCRBS transmission type (transmit-on-
time or transmit-on-trigger). Further details are given in the following Sec-
tions. DABS commands contain the uplink interrogation message bits, while
ATCRBS commands contain the trigger window and the P, delay time (in the
transmit-on-trigger mode) and the ATCRBS reply listening interval. The
listening interval is transferred from the transmitter /modulation control unit

to the ATCRBS reply processor, hence channel management need not communi- *

cate with this reply processor directly. | ‘
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Channel management communicates directly with the DABS reply
processor, sending it reply control commands and receiving reply data.
There will be one reply control command for each expected DABS roll-call
reply. A reply control command contains the DABS address of the aircraft
(to be used in message decoding), the earliest expected arrival time of the
reply and the reply type. A time window is also included in this command in
a special format (five bits, with LSB = 4 Usec) to control the interval within
which DABS reply preambles will be accepted. The earliest expected arrival
time is a standard 16-bit word in range units, representing time in the form
| m|n), just as in the representation of interrogation times.

DABS interrogation and reply control commands are generated by the
roll-call scheduling subfunction (see Part II) in blocks corresponding to portions
of a roll-call schedule called ficycles.’ A cycle is a time-ordered string of
interrogations, directed to a set of DABS targets followed by a time-ordered
string of replies from these same targets, Sometimes a roll-call schedule
begins with a so-called '"precursor, ' which may be thought of as a special kind
of cycle in which the replies are absent. In general, the number of interroga-
tions in a cycle is not equal to the number of replies, due to the possibility of
extended -length downlink messages, In the computation of a schedule cycle,
roll-call scheduling proceeds one target at a time, generating both interrogations
and reply timesg for this target before proceeding to the next one. These com-

mands must be transferred across the interface, as data, in the exact sequence

in which they are to be executed, which is not the sequence in which they are
computed. Therefore, the interrogation control commands and reply control

commands are stored, in separate data blocks, until the computation of a cycle
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is complete., Interrogation control commands require 10 bytes for the short
interrogation, and 17 bytes for the long interrogation, while reply control
commands of either type require six bytes. These data blocks are then eligible
for transfer, by means of block‘ data transfers, to the hardware (interrogations
followed by replies), under control of channel control™., As described in detail
in Section I-5, roll-call scheduling is activated by channel control. After
certain preliminary computations, roll-call scheduling will produce the first
cycle (or, perhaps, a precursor), completing the data blocks containing interro-
gation and reply control commaﬁds. It will then formulate the control words

for the corresponding block data transfers, and return to channel control,
Channel control is thus made aware of the completion of each cyc'le of the sched-
ule, and it responds by controlling the transfer of the command data blocks and
re-activating roll-call scheduling until the schedule is complete. The regula-
tion of the transfer of data blocks of DABS interrogation and reply control
commands is discussed in Section I-5.

Channel control also regulates the transfer of DABS reply data™ from
the DABS reply processor into storage, where this data is available to chamnel
management and the other sensor functions. All of the replies anticipated in
a roll-call schedule can be moved in a single block data transfer into a desig-
nated section of storage. The transfer is initiated just before the schedule be-
gins execution, so that replies can be moved as soon as they are received.

The final output of the schedule computation is a statement of the amount of

*In this regard, the example described here differs slightly from the design
specified in Reference 1,
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storage required to contain the reply data words expected from the schedule.
The DABS reply processor will generate a ''reply data block" for each ex-
pected reply, even if the reply is not received. Short replies require 13 bytes
for the reply data, while long replies require an additional seven bytes in the
reply block,

In certain circumstances, channel control requires a notification that
a pre-set time has arrived, or that a given interval of time has elapsed since
the last reading of the real-time clock. This is accomplished by using the
so-called "pseudo-ATCRBS" interrogation control command. Whenever the
transmitter /modulation control unit executes an ordinary ATCRBS interroga-
tion control command, it sends a time reading to channel control immediately
after the transmission. The time word in this three-byte message (one byte
contains a control field) contains the P, pulse transmission time, in the same
format as a normal response to a "'read-time'' command. In response toa
pseudo-ATCRBS interrogation control command, the time reading is reported
when the interrogation time arrives, but no RF transmission occurs. Using
this command, channel control can provide itself with an interrupt mes sage at
any future time within 4. 096 msec of command delivery. In order to provide
for an interrupt in the more distant future, channel control issues a pseudo-
ATCRBS interrogation control command containing the most recent real-time
clock reading as an "interrogation'' time. The elapsed time since this last
"clock reading until the command is unimportant (assuming it will always be less
than 4.096 msec), and the process may be repeated until no ambiguity remains
and the final pseudo-ATCRBS command is sent containing the desired response
time. This technique is used in several circumstances by channel control, as

explained in Sections I-4 and I-5.
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I-4, ATCRBS Scheduling

The DABS sensor provides surveillance of aircraft equipped only with -
ATCRBS transponders by transmitting ordinary ATCRBS interrogations (com-
bined with DABS All Call) in some regular pattern. Tﬁe pattern is fixed by
the frame structure in use, which provides one or more ATCRBS periods per
frame. Fach ATCRBS period will contain one ATCRBS interrogation, hence
ATCRBS interrogations will recur at some average repetition frequency. The
effective "ATCRBS runlength,"’ or the average number of ATCRBS replies
from one target in a2 scan, depends upon this effective PRF (determined by the
frame structure) and the antenna dwell time (determined by the beamwidth
and scan rate)., The need to provide at least some minimum number of ATCRBS
hits on each target acts as a constraint relating frame structure and antenna
characteristice. The DABS sensor makes use of an amplitude-comparison
monopulse technique to determine aircraft azimuth and also as an aid to the
degarbling of overlapped replies. As a result, DABS can operate with a shorter
runlength for ATCRBS replies than the conventional ATCRBS system. The
lower limit will be set by detection and decoding requirements and the fact that
at least two ATCRBS modes (3/A and C)will generally be used. At present, it
appears that the required number of hits will lie in the range four to six hits
per target per scan, |

As an example, suppose that a DABS sensor is equipped with an antenna
which has a 3-dB beamwidth of 2.40, rotating at 15 rpm. If we require an
average of four ATCRBS hits within the 3-dB dwell time of 26,7 msec (which X

will provide at least six hits within the 10-dB beamwidth), then the average
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ATCRBS PRF must be at least equal to 150 Hz, If, in this example, the
ATCRBS period is 2 msec in duration, then the sensor will devote 30 percent
of its RF channel time to ATCRBS, regardless of the detailed frame structure,
leaving the remaining time potentially available for DABS roll-call activity.
The simplest possible frame structure consistent with the constraints of this
example would alternate 2-msec ATCRBS periods with 4. 7-msec DABS
periods in a 6. 7 -msec frame.

The DABS sensor has nine ATCRBS modes, listed at the end of this
section. The sensor accepts a table of modes as an adjustable input, and it
will cycle repeatedly through the table, producing any desired pattern of mode
interlace.

Although the ATCRBS periods within a frame are, in generz—il, all of
equal duration, the actual listening periods, or time intervals devoted to
ATCRBS reply processing, are variable. Each sensor is provided with a
map which defines the area within which the sensor is responsible for ATCRBS
surveillance. The map is stored in the form of a table called the "ATCRBS/
radar range mask, ' which is also used to define the sensor's area of respon-
sibility for the processihg of reports from a collocated primary radar. The
table is entered with azimuth and it returns the listening period duration in
time units (only one byte is returned). The table has 64 entries, corresponlding
to an azimuth quantization of 256 azimuth units, or approximately 5. 6%, and it
is maintained and occasionally changed (in the e\.rent of failure of a neighboring
sensof) by the sensor network management function. In order to use the table,
channel control must predict the approximate azimuth of each forthcoming

ATCRBS period based upon actual readings of the antenna azimuth register
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and the real-time clock., The resulting table entry.is incorporated in the
ATCRBS interrogation control command as one byte, with maximum value
4.096 msec, which is ultimately used to control the operation of the ATCRBS
reply processor.

An important feature of ATCRBS scheduling which remains to be dis-
cussed is the possibility of delay of ATCRBS interrogations relative to the
start times of ATCRBS periods. The DABS sensor has considerable flexibility
in this respect, being capable of generating random or programmed delays,
or of responding to external triggers for the timing of ATCRBS interrogations.

The simplest scheme involves no delay at all so that each ATCRBS
period begins with an ATCRBS interrogation, If, as in the example given
above, the ATCRBS periods occur periodically, then the result will be strictly
periodic ATCRBS -interrogatioﬁs. Another simple case involves a fixed delay,
assigned to the sensor, or a deterministic, repeating sequence of delays. In
the latter case, the delays can be obtained from a separate table which channel
control cycles through repeatedly. A pseudo-random delay sequence can also
be used with the delays computed sequentially according to a standard algorithm.
for generating uniformly-distributed random numbers. In this case, the range
of random delay (i.e., minimum and maximumvalues) must be input along
with the frame structure.

Another possibility for programmed delays makes the delay a function
of azimuth, In this case, regular messages are exchanged among sensors to
permit each sensor to maintain knowledge of the approximate pointing direc-

tions of the antennas of its neighbors, and ATCRBS interrogation delays are
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to be computed according to a rule (not specified here) which recognizes the
pointing directions of all the sensors in some fixed region. It is expected

that programmed ATCRBS interrogation delays may be used to coordinate the
activities of a number of sensors which are sharing the surveillance load in a
high—densify terminal or metroplex environment. This coordination is exer-
cised by synchronizing the real-time clocks of the sensors and operating them
with a coordinated set of frame structures and programmed ATCRBS interro-
gation delay rules. The coordination itself is, in general, tranéparent to the
individual sensor. Reference 3 contains a discussion of synchronization
procedures.

In any case, the ATCRBS transmission time is the intended time of
transmission of the P, pulse. The delay sequence can be coordinated with the
ATCRBS mode interlace in use in order to ;egulate the delay of P3 relative
to the ATCRBS period start time.

In case the DABS sensor is collocated with a (primary) radar, it may

be desired to synchronize the ATCRBS interrogations with radar transmissions.

The radars operate with a periodic or staggered PRF, and in the present bea -

tions are made to coin

con system TCREBS

cide with every second

or third radar pulse in a fixed sequence. The DABS sensor will accept radar
pre-triggers from such a radar and use them to synchronize its ATCRBS trans-
missions in the desired manner. The DABS sensor must be provided with a
frame structure which corresponds to the radar stagger pattern so that ATCRBS

periods will occur at the appropriate intervals. Channel control will send

ATCRBS interrogation control commands to the transmitter /modulation control
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unit with the start times of the ATCRBS periods as il}terrogation times. The
control fields in these commands will indicate 'transmit on trigger' and a trig-
ger window is included. The value of the trigger window is obtained frorh the
frame table and it determines the interval during which the transmitter /modu-
lation control unit is responsive to external pre-triggers. The transmitter /
modulation control unit will transmit the P, pulse of each ATCRBS interroga-
tion at a controlled delay after receipt of the pre-trigger, which is sent directly
o the transmifter /modulation control unit. The controlled delay, called the

P1 delay time, is computed by channel control by subtracting the P1 - P3 inter -
val for the appropriate ATCRBS mode from an adjustable system parameter,
PTRIG, which represents the desired interval from pre-trigger to P3 transmis -
sion time. The timing can be arranged to permit simultaneous display of radar
and ATCRBS video for monitoring purposes. The expected transmission time
of each ATCRBS interrogation in the pattern is known relative to the start of
the frame. One or more of these transmissions will be used, each frame, to
correct the stored frame start time to keep the DABS frame synchronized with
the radar pulse pattern, The ATCRBS transmission times are known to channel
control by way of the usual response of the transmitter /modulation control unit
upon transmission of an ATCRBS interrogation.

When channel control determines that the next active period is an '
ATCRBS period, it will assemble the information required to formulate an
ATCRBS interrogation control command. This information consists of:

(a) Interrogation time (Pl pulse)

(b) ATCRBS mode
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{c)
(d)
(e)

ATCRBES power
Listening interval

Transmission type (i.e., transmit on time in item (a) or in
response to pretrigger).

In the external pretrigger case, the trigger window and the controlled pre-

trigger /Pl pulse delay are also required.

The delay mode, which identifies the algorithm for determination of

interrogation time, is found in the TYPE field of the appropriate frame table

entry. The firing delay can thus be computed and added to the ATCRBS per-

iod start time to determine interrogation transmission time, If this time is

less than 4. 096 msec in the future, the interrogation control command will be

formulated and sent to the transmitter /modulation control unit for execution.

Otherwise, one or more pseudo-ATCRBS commands will be used, as described

in Section I-3, to span the time until the actual interrogation control command

can be issued,

ATCRBS mode is determined by advancing through the stored mode

table. The interlace pattern is a repeating sequence, formed from the modes

(1)
(2)
(3)
)

(5)
()
(M
(8)
(9)

ATCRBS Mode A/DABS All-Call
ATCRBS Mode C/DABS All-Call
ATCRBS Mode 2/DABS All-Call
ATCRBS Mode 1

ATCRBS Mode 2

ATCRBS Mode 3/A

ATCRBS Mode B

ATCRBS Mode C

ATCRBS Mode D
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mental purposes only.

ATCRBS power is determined by the adjustable system parameter,
APWR, which assigns to ATCRBS either of the two power levels used for DABS,

In order to determine the ATCRBS listening interval, channel control
must predict the antenna pointing direction for the forthcoming interrogation,
The pointing direction of the last ATCRBS interrogation is known, since chan-
nel control always reads azimuth when notified of the execution of an A
interrogation. This azimuth, eold , and the corresponding time are saved as
inputs to the azimuth prediction algorithm. Let WT be the time interval from
the last ATCRBS interrogation to the forthcoming one, just computed by

channel control., Then the new pointing direction, enew’ is computed according

to the formula

enew - 6'.-‘.)].d

+ WT/SCAN
The antenna scan rate parameter, SCAN, is defined and discussed in Section
I-5.

Transmission type is contained in the frame table entry (in the TYPE

field) along with the trigger windows (in the DATA field), in the external pre-

e P1 - P3inter-

- Al

val for the forthcoming interrogation (perhaps stored in the mode table) and
subtract this value from the system parameter PTRIG in order to find the Pl
firing &elay required after the arrival of the pre-trigger. This firing delay
is included in the ATCRBS interrogation control command.

The actual format of the ATCRBS interrogation control command is

specified in Reference 1, Table 3.4.2-1.
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I-5. DABS Roll-Call Schedule Management

DABS periocds, like ATCRBS periods, recur periodically in a pattern
determined by the frame structure in use, DABS periods may all be identical,
except (possibly) in duration, or they may cycle through a sequence of ''schedule
modes, " in which case different DABS periods would be devoted to different
aurveillance/conununica_tions objectives. In Section I-1 we described the active
target list which contains information on DABS roll-call targets currently in
the antenna beam, This list is updated for each DABS period so that it will
contain all targets which will be within the beam thrc;ughout the DABS period,
except for those for which no further transactions are pending (see Part III
for full details), Any given target will remain on the active target list for sev-
eral DABS periods, depending on the relation of the beam dwell time to the frame
gtructure. For example, suppose that a target enters the beam (defined by its
3-dB points) at time T, and leaves the beam at T,. Then this target will qual-
ify for the active target list for each DABS period which lies entirely within the
interval (T1 ’ 'I‘z). Roll-call scheduling does not check azimuth, and a target
on the active target list may be scheduled at any time within a DABS period,
Hence, a target is not allowed on the list for a particular DABS period unless
it will remain within the beam for the entire period. If there are many DABS
periods within the beam dwell time, and if each period is short compared to
that dwell time, then a target will be on the active target list for almost all of
its period of vieibility, On the other hand, if the DABS periods are considerably
longer, i.e., an appreciable fraction of the beam dwell time, then much of the

period of visibility of a target can be lost, The former situation is costly in
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the latter situation wastes access time to the target, A compromise between
these extremes must be met by the chosen frame structure in relation to the
antenna beam and scan rate. This is the DABS analog of the ATCRBS runlength
constraint discussed in Section 1-4. It appears that a reasonable compromise
will result in each target remaining on the active target list for an average of
about three DABS periods. If other considerations forced the use of a frame
structure much different from this compromise {e.g., a fra
DABS periods), then it is obvious that the approach just described would re-
quire modification (such as checking azimuth in connection with scheduling).
It is expected that two or more roll-call schedules will be executed
in each DABS period. The actual number will vary with azimuth depending
upon the instantaneous target load. The average number of schedules per
period will depend upon the relation of the frame structure to the average tar-
get load and the efficiency of the roll-call scheduling algorithm. If, for ex-
ample, there are two schedules per period, on the average, and a target
remains on the active target list for three DABS periods, then the sensor will
have six opportunities to interrogate that target. This number would provide
the opportunity to carry out many transactions while the target is within the'
beam provided the link is reliable, or else it provides an equivalent number
of attempts for a target with an unreliable link. The maximum possible num-
ber of tries to a non-responding target is clearly a function of actual target
load, but the average value of this number is a basic system parameter which

f
design., In Part I, we are concerned only with

must be congidered in frame
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certain aspects of the management of the active target list and the authoriza -
tion of roll-call schedules by channel control. The scheduling algorithm is
described in Part II, and the target list update procedure in Part III.
Each DABS period wﬂl, in general, be preceded by an ATCRBS period

“or by an idle period, In either case, the fact that the next active period on
the channel will be devoted to DABS roll-call scheduling will become evident
to channel control some appreciable time in advance. In the case of an
ATCRBS period, channel control has no further responsibility for ATCRES
activity after the interrogation contrel command is sent, The remaining time
is used to update the active target list for the forthcoming DABS period,
Target transaction blocks for targets to be added to this list will have been
generated by the transaction preparation subfunction at an earlier time. In
fact, if D, and D, stand for two successive DABS periods, then just before
the onset of D, , channel control will authorize the updating of the active

ist % renared target transaction blocks and it will also

F R T - -3
G g€ lis "t}"

WALLL
direct transaction preparation to generate new target transaction blocks, in
advance, for targets that will be accessible for the first time during period

D In order to determine which targets should be processed by transaction

2.
preparation, channel control computes an azimuth, Gnew , called the '"new
azimuth limit, "' and passes this value to transaction preparation, The new

azimuth limit is simply the direction of the leading edge of the beam at the

a -
i the set of newly visible targets that will

start.of period D2 , and it delimits the se

be visible during all of D,.
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The surveillance file is sorted on azimuth so that transaction prepara-
tion can fetch targets between the new azimuth limit just received from
channel control and the previous value of this quantity. Target transaction
blocks are stored in a buffer (the "transaction buffer') by transaction prepara-
tion, and this buffer is emptied by the target list update function whenever
the latter function operates. It is intended that transaction preparation com-
plete its task before its output is required by target list update, but the latter
function will empty the transaction buffer in any case.

The target list update function, besides merging in the new target
transaction blocks, must also remove the target transaction blocks of targets
which will fall behind the beam before the end of the forthcoming DABS period
(Dl)‘ To accomplish this, channel control passes to target list .update an
azimuth, cht , called the "cutoff azimuth.'" The cutoff azimuth is the direc-
tion of the trailing edge of the beam at the end of the period D,. The roles
of predicted azimuth and measured azimuth in the addition and deletion of
targets from the active target list-are discus sed in the subsequent Parts
of this report.

In order to compute enew and cht , channel control must read the
real-time clock and the antenna azimuth register, it must determine the
time intervals to the end of D, and start of D, , and it must compute the
required azimuths, taking account of the scan rate of the antenna in use.
To facilitate this computation, the duration of DABS period Dy and the time
interval between the start times of D, and D'2 are stored in the DATA field

of the frame table entry corresponding to D,. Suppose that channel control
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has read the time (T) and the antenna boresight azimuth.(8), and that it has also
computed the waiting time, WT, from time T to the start time of period Dy.
Then, the two stored quantities can be added to WT to produce WT, , the
waiting time to the end of D1 , and WT2 , the waiting time to start of Dz .

The desired azimuths are then calculated by means of the formulas:

] =0-6, ,,+(WT,/SCAN)

cut halt 1

6 =0+86 + (WT,/SCAN
new half ( 2/ ).
In these formulas, ehalf is an adjustable parameter representing the effective

half-beamwidth and SCAN represents the inverse scan rate of the antenna.
The nominal value of ahal.. is one-half the 3-dB beamwidth but experience with
the sensor may suggest a somewhat different value. In any case, ehalf must
be adjustable to accommodate a variety of antennas.

The parameter SCAN requires some further explanation. It would bg
more ﬁatural to multiply the time interval by a scan rate parameter but in
the units natural for the sensor, i.e., azimu
able scan rates are very small numbers. Since high accuracy is not required
in these calculations, it seems reasonable to divide by '"'inverse scan rate, n
and approximate the divisor by a power of two, so that the division can be
accomplished by a2 right shift. One minute per revolution corresponds to

228.88... time units per azimuth unit, hence we have the values given in

Table 3.
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Table 3, SCAN Parameter Corréspondence

Scan Rate (rpm) SCAN Parameter
15 15.259 ...
6 38.147 ...
5 45' 776 - & 8

We therefore use the approximate value 16 for SCAN to represent a rotation
rate of 15 rpm and put SCAN = 32 for the other two cases. The resulting
azimuth errors are shown in Table 4 for a 10 msec waiting time, which

should be a representative value.

Table 4. SCAN Errors

Scan Rate (rpm) Error (WT = 10 msec)
15 0.0337°
6 0.0691°
5 0,1292°

The computation of enew and Bcu and the activation of transaction prep-

t
aration and target list update, are preliminaries to the main business of channel
control in connection with DABS periods, which is the authorization of roll-cgll
schedules, Channel control will authorize schedules, iteratively, until time
runs out in the DABS period, The first schedule of a DABS period (sometimes
called the "prime schedule'') is authorized after the target list update function

reports completion of its task to channel control. Subsequent schedules are

authorized after channel control receives notification of completion by the
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transaction update subfunction. This latter function is activated after the
computatlon of each echedule. Transaction update assesses the results of
each schedule and modifies the active target list according to the success or
failure of each transaction. Transaction update cannot add or delete targets
from the lisf, but it does flag targets with no further pending transactions,
go that these will be ignored during subsequent scheduiing activity within the
DABS period.

Before authorizing any schedule, channel control will determine the
schedule start time and the time remaining from this rnomént until the end of
the DABS period. This interval is called the "available time, "' and a schedule
is authorized only if the available time exceeds a certain minimum value. The
minimum value is an adjustable system parameter and represents at least the
196 psec required to schedule a single target at zero range, The schedule
start time is determined by adding a fixed processing delay interval to the
real-time clock reading which is obtained by channel control upon receipt of
a completion notice from either target list update or transaction update. In
the case of a prime schedule, the schedule start time must not precede the
beginning of the DABS period.

When activated for a schedule other than the prime schedule, the roll-
call scheduling subfunction makes an independent check of the feasibility of ,
prqduci_ng a schedule for the pe'riod of time remaining, taking account of the
actual ranges of the targets on the active target list. Once computation of the
schedule begins, roll-call scheduling will report completion of each cycle to
channel control, having prepared all the relevant commands and formulated the

control words for the block data transfer of these data, Roll-call scheduling
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is reactivated after each cycle until the last, which includes a completion
notice to channel control and an indication of the storage required for all of
the scheduled replies, As soon as the schedule computation is complete,
channel control activates transaction update, whose completion in turn causes
the entire cyclic process to repeat until the time available is no longer suffi-
cient to support a schedule.

It remains to discuss the timing relationships between the computational
tasks, mentioned above, and the activity on the RF channel. As we have pointed
out already, channel control will begin preparation for a DABS period dur.ing
a preceding ATCRBS period (there may also be an idle period between the
ATCRBS period and the DABS period in question), This means that channel
control will have at least one millisecond (probably more) of computation time
before the DABS period begins., The preparatory tasks of computation of ene

A\

and Bcu , and the activation of transaction preparation and target list update

t
will require very little time. It is assumed here that one computer is dedi-
cated to the channel management tasks of channel control, target list update,
roll-call scheduling, and transaction update. Transaction preparation, being
much less time-critical, will be carried out in the so-called ''scan-to-scan'
processor as described in Reference 1 (Section 3. 3). Channel control must
therefore only wait until the completion of the target list update task which is
expected to occupy only a fraction of the available computation time preceding
the DARBS period.

‘By the time the DABS period starts, one or more complete cycles will

have been generated by roll-call scheduling. Channel control will be cognizant

of the generation of these cycles and of the fact that the interrogation and reply
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control commands are ready to be transferred to the hardware. In fact s
the block data transfer control words will alread
Channel control is responsible for controlling the transfer of these commands
to the hardware and it must wait until ATCRBS reply processing is finished
before it initiates any new data transfers., Depending on the frame structure,
for each DABS period, there will be 2 '"'schedule release time, ' which
represents the earliest moment when DABS tommands (i.e., interrogation

and reply control commands for a DABS roll-call schedule) can be released
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prior to t
cedes the DABS period will be stored in the DATA field of the DABS period
entry in the frame table., As soon as channel control commences preparation
for a DABS period, it arranges to be interrupted when the schedule release
time arrives, This is accomplished by the use of one or more pseudo-ATCRBS
commands, as described in Section I-3. When the sc_hedule release time
arrives, channel control first sends an open'-ez;ded block data transfer (''read')
command to the DABS reply processor, enabling the hardw:
transfer of DABS reply data blocks, when they arrive, and assigning a starting
location in memory for the storage of these replies. Later, when the schedule
computation is complete and the total reply storage area is known, channel
control v}ill amend the '"read' command to delimit the length of the transfet.
After issuing the ''read" command, channel control will send a ''write"
command directing the transfer of the block of interrogation control commands
of the first cycle (or precursor) of the roll-cail schedule, The individual words

{interrogation commands) of the data block will be transferred, one at a time,
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under hardware control, As each "write'' command is exécuted, i.e., as each
block data transfer is completed, channel control will be netified and it will .
respond with another "write'" command until no more are available. Con- ,
currently., roll-call scheduling is generating new data to be transferred until .
schedule computation is complete. In the case of the prime schedule, schedule
computation may be completed before the start of the DABS period. Even if
this is not the case, schedule computation will be completed well before the
receipt of the last scheduled reply by the hardware,

As soon as the schedule computation is complete, channel control will
activate the transaction update subfunction. If no replies have as yet been
received, as may be the case for the prime schedule, trénsac.: tion update will
simply await their arrival., If replies are already in storage, and arriving
still, transaction update will begin its processing of replies, and eventually
catch up, so that before the end of the actual schedule, transaction update will
be processing the replies directly upon their arrival. It is expected that trans-

action update will require no more. computation time, per reply, than the reply

duration itself, and that it can catch up on any backlog during the time intervals

When transaction update is finished with the last reply of a schedule,
the entire active target list will have been prepared for the next schedule.
Upon receipt of notice of completion by transaction update, channel control
will determine the present real time and add it to a processing delay interval
in order to fix a schedule start time for the next roll-call schedule. After check-

ing the available time for the feasibility of further scheduling, channel control
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channel control can release "read' and '.'write” commands without
delay, since all previously issued commands will have been executed already.
With schedules after the prime schedule, the schedule computation will be
carried out concurrently with schedule execution, but this computation will
be completed before the last scheduled reply is received, since it is antici-
pated that schedule computation time will be significantly less than schedule
execution time. Thus, transaction update will always be activated while the
and this subfunction should be able to catch
up to the arriving replies before the receipt of the last one.

The DABS schedule mode, obtained from the frame table, is simply
passed by channel control to roll-call scheduling. This mode determines
which kinds of transactions may or may not be included in the gchedule. The

application of this information to the "target qualification' procedure will be

explained in Part II. However, one particular schedule mode (scheduling

without reply processing), causes a mo
above. In this case replies are to be ignored by the sensor and no reply con-
trol commands will be produced by roll-call scheduling. Only one schedule
is produced in such a DABS period. After schedule computation is complete,
channel control will activate transaction update, passing to that subfunction,
the fact that no reply processing is to take place. Transaction update will
respond by reacting as though all scheduled transactions were successful and

it will then return control to channe
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schedule. Although replies are not processed, a schedule of this kind is

considered to last until the last reply arrives at the sensor. Upon receiving
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the completion notice from transaction update, channel control will consider
the DABS period activity finished and proceed as though insufficient time
were available for another schedule.

The general design described here is expected to be more than ade-
quate, in regard to surveillance and communication capacity, for the initial
stages of DABS inplementation. The design leaves room for improvement in
many areas and it is expected that a continual evolution of algorithms will
take place in the future, guided by experience with the system and the needs
of related programs, such ag IPC. One specific design detail which reduces
channel capacity in the algorithm described here is the processing delay
which occurs between schedules., There are several ways to avoid this, each
of which requires roll-call scheduling to begin schedule generation before
the aétive target list is fully prepared for the next schedule, The main issue
here relates to the allocation of schedule time to high-priority transactions
and in the present design this is not attempted until the results of the previous

schedule are all known.,

I-6. A Channel Control Algorithm

The operation of channel control can best be summarized by a sequence
of flow charts, beginning with a gross overviéw chart, and continuing with |
successive expansions of processing blocks. The charts presented here con-
form to the detailed example of channel control given inthe preceding sections.
This ekample was based on specific assumptions regarding the transfer of

data between hardware and software, presented in Section [-3, These assump-

tions affect many of the details evident in the flow charts, and it must be kept
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in mind that other possibilities exist and may be pfeferable. The understand-
ing of the general problem made possible by: exploring this example should
make it easy to implement channel con£r01 with other configurations and
constraints. |

Channel control is basically an infinite loop, entered by means of a
start-up procedure. Within the loop, channel control frequently enters an
inactive state, to be awakened by the occurrence of one or more events. The

[ el o1
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of the triggering event, The schematic representation given here is a combina -
tion flow chart and state diagram, FEach inactive period is represented as a

WAIT state, entered by channel control and left in response a specific event,

as follows:

WAIT

Event A Event C



The arrows leaving the WAIT state lead to other sections of the flow chart (or
other WAIT states) just as in the case of a multiple decision branch., From
the flow-chart point of view, the WAIT states are decision points in whiclh the
decision is dependent upon external triggers instead of internal data, From
the state-diagram point of view, each WAIT state is a different state of the
system.

The basic task of channel control is to sequence through the active
periods of the frame, Whenever ATCRBS or DABS period scheduling is
complete, channel control will determine current time and azimuth and
determine the nature and start time of the next active period. After a test
to verify that the next period start time is still in the future, channel control
proceeds with the appropriate activity for thé period. TFigure 7 is a flow chart
of this activity. The processing boxes labelled A, B and C are expanded in
subsequent charts.

At all times, channel control maintains the current value of TIMREF,
the clock time at which the present frame began, and the current value of k,
the index which identifies the present active period within the frame. These
quantities are updated every time channel control executes box A, The start-
up procedur.e is essentially an assignment of values of TIMREF and k, followed
by a reading of time (T) and antenna azimuth (6). One possibility is to initial-
ize TIMREF to a future time and arrange to have the system begin executing
a frame when this time arrives. In the synchronized mode of opeiation, the
activities of several sensors are coordinated, and the allowable start-up
times (frame start times in actual time-of-day) are restricted. Synchronization

procedures are discussed in Reference 3.
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active period index, k, is incremented and tested against the maximum value,
K, to see if the old frame is gompleted. If this is the case, then k is reset to
unity and TIMREF is updated. Channel control then computes TNEXT, the
start time of the forthcoming active period and WT, the waiting time from T
(the last real time reading) to TNEXT. The nature of the DABS timing system
complicates these steps slightly, and processing boxes Al, AZ and A3 are

The proceds

[ s [ T PR o~ P Jygn. L TN e o -
ACCOLULAIELY CApPdIIUCU 111 Digules 9, d 1

, and 11,
are exactly those explained in Section I-2. In Figure 10 the array T(k) contains
the active period start times, as shown in Table 2.

ATCRBS period scheduling is straightforward, hence the expansion of
processing block B of Figure 7 is a simple list of the steps required to formu-
late an ATCRBS interrogation control command. The flow chart shown in
Figure 12 follows the steps described at the end of Section I-4. The test,
"delay required? ', implies a check as to whether the in
less than 4, 096 msec in the future or whether a pseudo-ATCRBS command
must be used to spaﬁ the time interval until the actual command can be issued.

Figure 13 is a flow chart of DABS period scheduling, processing box C
of Figure 7. The chart is somewhat simplified, but the steps have been ex!
plained in Section I-5. The phrase "provide for interrupt at schedule release
time'' refers to the issuance of one or more pseudo-ATCRBS commands, the
last of which provides the desired interrupt. While roll-call scheduling is
generating the prime schedule it'is repeatedly reactivated by channel control

after each cycle is complete. This activity is summarized in Figure 13a
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by the phrase '"channel control accepts notices of roll-call scheduling output. "
The READ command is the initiation of a block data transfer of reply data.
from hardware to software, while the WRITE comiand initiates the transfer
of interrogation and reply control command from software to hardware. In
Figure 13c, the first test "time for another schedule"” is made by channel
control, based only on the computed available time. Roll-call scheduling
"acknowledgment' is a response indicating whether or not roll-call scheduling
will produce a schedule. This response is then used by channel control in

the second test, Only WAIT states which are left by the occurrence of a
single event are shown in this flow chart, but more complex states (with

several triggering events) would arise in the further expansion of the chart.
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Figure 7. Channel Control
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PART II

ROLL-CALL SCHEDULING

II-1. Overview

This Part of the report is a continuation of the exposition of DABS
channel management begun in Part I, which was devoted to the channel con-
trol subfunction. Part I provides the context for the present discussion of
roll-call scheduling, hence it is not necessary to include here a description
of the part scheduling plays in the overall channel management picture.
Roll-call scheduling is viewed as a subroutine, which is called upon to perform
a specific task, namely the scheduling of DABS roll-call interrogations and
replies so as to make efficient use of a limited interval of RF channel time.

Roll-called scheduling is ''called' by channel contrel, which issues
to it an enabling command that includes an actual time at which the RF channel
may be used for the start of a schedule, and the interval of time available for
the schedule. Roll-call scheduling, in turn, makes two responses to channel
control: an acknowledgement and a completion notice. The acknowledgement
tells channel control that roll-call scheduling either will produce a schedule
{which it then proceeds to do), or that roll-call scheduling has determined
that the available channel time is insufficient to accommodate a schedule.
In the latter case, roll-call scheduling "returns'' to channel control and the ,
subroutine is finished, Before enabling roll-call scheduling, channel control
has made its own check on the sufficiency of available time, but the test made
is sifnple and it takes no account of the target ranges that will enter into
scheduling and affect the schedule duration. Roll-call scheduling makes a
more careful test, including target range information, and hence it can decide

that no schedule should be produced. If a schedule is produced, the last act

63



of roll-call scheduling is the generation of a completion notice, which returns
control to channel control and informs the latter of the actual duration of the
schedule,

The in‘ptit data upon which roll-call schedulin.g operates is contained
in the active target list, discussed in Section 1I-2. From this list roll-call
|scl'n'—,'duling determines which targets are candidates for the schedule and
what kind of transaction (i.e., interrogation/reply pair) is pending for each
candidate target. The output of roll-call scheduling is a set of interrogation
and reply control commands, which are made available for transfer to the
hardware (transmitter/modulation control unit and DAES reply processor)
by channel control. These commands include the interrogation times and
reply listening period start times which together constitute the "roll-call
schedule, ' along with control bits which regulate the action of the hardware,
In addition, each interrogation control command includes a fully formatted
interrogation message. The structure of these commands and the message
formatting task are discussed in Section II-3,

It will occasionally happen that the pending transactions on the active
target list would require a schedule whose duration would exceed the availg.ble
channel time if all were scheduled. In this case priority rules are applied
so that the channel time is used for the most important business first., The
exercise of these rules is included in the allocation and target selection tasks
of roll~call scheduling, discussed in Section II-4. In general, surveillance is
given priority over communications, when they cannot be combined, and
single-segment communications outrank extended length message (ELM)
transactions, Among the latter, uplink ELM's outrank downlink ELM's so

that four general "allocation classes' result.
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Uplink ELM's present a special case, in that a set of interrogations is

transmitted to an aircraft nly the last of w

convenient to transmit these non-final interrogations in a batch, ahead of the
main portion of the schedule. If several uplink ELM's are to be scheduled,

the batches of non-final interrogations are combined into one string of
interrogations, none of which elicits an aircraft reply. This string is

called the schedule precursor, and it is discussed in more detail in Section II-5.

Once it has been determined which transactions are to be scheduled,

.
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it remains to choose the times for the transn
intervals to be reserved for replies. This is the basic "interrrogation/reply
scheduling' task, and it must be accomplished in a way that makes efficient

use of channel time while preventing any overlap of periods devoted either to
interrogations or replies. The so-called '"modified full-ring algorithm, "

which is used for this purpose, is introduced in its simplest form in Section II-6.
The case discussed involves a roll-call schedule free of synchronized and
downlink ELM transactions. The modifications necessitated by
kinds of transaction are discussed in the following two Sections. Section II-9
is devoted to a special case in which only interrogations must be prevented '
from overlapping one another. The application which leads to this special
case, and the simple modification necessaxry to accommodate it, are treated

in that Section. The final Section consists of a summary of the roll-call

scheduling procedure and an illustrative flowchart of an algorithm for its

execution.
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iI-2. The Active Target List

The active target list is managed and updated by the actions of trans-
action update and target list update, hence, a detailed discussion of the
structure of this list will be deferred to Part III, which deals with these sub-
functions. However, the list is used as input by roll-call scheduling, and,
therefore, a brief description of its structure, as seen by roll-call scheduling,
will be given here.

The active target list consists of a header and a list of entries, with
each entry corresponding to a different target. These targets will all be
within the antenna beam at the time roll-call scheduling is activated, and
some of them will have transactions still pending, This list may be organized
as a linked list, and it will in any case be ordered in approximately decreasing
order of target range. The sorting parameter that is ac:tually- used is called
the "range delay, ' which equals the two-way propagation time to the target,
augmented by the fixed transponder reply delay. The approximate ordering
is exactly defined below in Section II-6.

The active target list header contains a pointer to the first target on

else a suitable indicator if the list is empty. The remain-

=

the ordered list, ©
ing list header fields contain certain channel time estimates and the range
delay of the first.target, all of which are used by the allocation task (describeld
in Section II4), and several fields relating to uplink ELM transactions, used

in connection with allocation and precursor preparation {described in Section

1I-5).
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In the list itself, each entry consists of a ''target record' and a
tpansaction record'. The target record contains information typical of the
target itself, such as its range delay, and various control bits that indicate
which tasks have been completed for this target so far in the present scan.
The transaction record contains a coded description of the transaction waiting

g a partially formatted interrogation message.

for execution , partial

», — <5 At L L 1

Target record fields utilized by roll-call scheduling are the following:

DABS address (24 bits)
Range delay (16 bits)
Range guard (16 bite)
Range correction (16 bits)
Target completion (1 bit)

Two additional fields, generated for certain transactions by transaction up-

date and appended to the target record, are
High power flag (1 bit)
ALEC (12 bits)

The generation of the data which reside in these fields will be described in

Part III of this report. The significance of the fields will become apparent as '

4

their use is described below. Range

elay, range guard
are quantities used in the interrogation/reply scheduling‘process (Sections

II-6 and II-7), while DABS address and ALEC (altitude echo) are used in melssage
formatting (Section II-3). The target completion bit is used to exclude certain
targets from consideration by roll-call scheduling for one reason or another.

When this bit is set to ""1'! for a given target, roll-call scheduling must skip

that target as though it were not on the active target list. The bit will be
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reset to ''0' later by target list update or else the target will be removed
from the active target list by that subfunction. The high power flag, when

set to '"1', is a request for high transmitter power in the forthcoming interro-
gation to this target. Roll-call scheduling must check to see if sufficient time
has elapsed since the last use of high power (Section II-6) before including this
request in the corresponding interrogation control command.

The various DABS uplink and downlink message types, specified in
Reference 2, are combined in many ways to accomplish the sy-stem‘s
surveillance and communications objectives. A particular pairing of interro-
gation and reply message types is called a transaction, of which eight types
are recognized by channel management (defined below).

These types belong to two major classes of four types each: standard
transactions and ELM transactions. Standard transactions always involve
a single interrogation, paired with a single reply, while ELM tl;ansactions
usually involve either multiple interrogations (with one reply) or multiple
replies (with one interrogation). Basic surveillance tasks and some data link
tasks are accomplished with standard transactions. ELM transactions are
used only for ELM data linkl purposes.

The specific matching of transaction type to the needs of a given
preparation and transaction update.
Roll-call scheduling is concerned with transaction type only as it affects the
channel time required for the execution of the transaction. All of the trans-
action iﬁformation and data required by roll-call scheduling is contained in

the transaction record. Those fields of standard transaction records used

by roll-call scheduling are the following:
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Priority {1 bit)

Channel time (16 bits)
Transaction type {3 bits)
Format type (F) {1 bit)
Data -block length (L) (1 bit)
Interrogation type (IT) (1 bit)
DABS lockout (DL) (2 bits)
ATCRBS lockout (AL) (1 bit)
Synchronization

indicator (S) (1 bit)
Altitude/Identity

designator (AI) (1 bit)
Reply length (RL) (1 bit)

Air-to-ground data link
message source {MSRC)(4 bits)

Synchronous reply

time (EPOCH) (6 bits)
Clear PBUT (CP) (1 bit)
Clear Comm-B (CB) {1 bit)

Ground -to-air data '
link message (MA) (56 bits)

Priority and channel time are used in the allocation computation, and their
significance will be explained in Section II-4, The transaction type identifies
this transaction as one of tlye eight types mentioned al:;ove. All the remaining
fields are parts of the intended interrogation message and their use is dis-

cussed in Section II-3 below. |

The fields of an ELM transaction record used by roll-call scheduling

are:
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Priority {1 bit)

Channel time (16 bits)
Transaction type (3 bits)
Length ' (4 bits)
Format type (F) | (1 bit)
Data-block length (L) (1 bit)

Reply type for Comm-GC
interrogations (RTC} (2 bits)

Segment number of
ground-to-air ELM

segment (SNC) (4 bits)
Ground -to-air ELM
Segment (MC) (80 bits)

The first three fields have the same significance as the corresponding fields
of standard transaction records. The field 'length' indicates the number
of message segments (interrogations for an uplink ELM, replies for a
downlink ELM) in an ELM transaction. The remaining fields are parts of

the intended interrogation, and they are used during the message formatting
task (Section II-3).

As mentioned in Section I-1, there are two interrogation signal

durations and two reply signal durations. These lengths are given, in micro-
seconds in the following table, followed by the corresponding lengtﬁs in

Range units (1 Ru = 62.5 nsec).

Short Long
Interrogation 18.5 (296) 32.5 (520)
Reply 64 (1024) 120 (1920)

TABLE 5 - Signal Durations
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The four s‘tandal"d transactions correspond to the four possible combinations
of the signal durations shown above, given a pairing of a single interrogation
with a single reply.

ELM transactions of any kind always involve long interrogations and
long replies. Two of the EL.M transaction types, the so-called "clear
Comm-C'" and 1 clear Comm-D" transactions, pair a single interrogation
with a single reply. The other two ELM transaction types, uplink ELM and
downlink ELM transactions, usually involve either multiple interrogations
or multiple replies (with the number of segments given in the length field),
although single-segment uplink or downlink ELM transactions are allowed.
From the scheduling point of view, an ELM transaction pairing a single
interrogation with a single reply is indistinguishable from a standard trans-
action with long signal durations, and these cases are all treated the same
way by roll-call scheduling. Only uplink or downlink ELM transactions of
two or more segments are given special treatment in the formation of a

roll-call schedule.

II-3. Message Formatting and Control Command Formulation

In order to include a transaction for a particular target in a schedule,
roil-call scheduling must determine an interrogation time and a reply
listening interval, and it must formulate interrogation and reply control
commands, which are sent to the hardware (transmitter /modulation control V
unit and DABS reply processor) for execution. These commands include
the computed interrogation and reply times, hardware control information,

and in the case of the interrogation control command, a complete interro-

gation message.
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As specified in Reference 1, an interrogation control command con-
sists of 10 bytes for a short interrogation, and 17 bytes for a long one. In
either case, byte 0 contains control information, bytes 1 and 2 contain the .
16-bit interrogation time, and the remaining bytes contain the interrogation '
message.

Byte 0 consists of a two-bit command type field (set to 01" for a
DABS interrogation), a power bit (P), a length bit (L) and four spares. The
P-bit regulates transmitter power (''1" signifies the high power mode) and
the L-bit identifies the length (''0" signifies a 56-bit message) of the interro-
gation message which follows. Message length is set by roll-call scheduling
in accordance with the transaction type.

The P-bit has a more complex behavior which reflects the power -
programming algorithm employed by the sensor. According to this algorithm,
low power is always used for the first interrogation attempted for a given
target in a particular scan. If the target provides an acceptable reply, high
power will never be used in that scan. If no acceptable reply is received,
reinterrogations will be permitted at high power, provided they occur in the
same DABS period. If success is once achieved at high power, then any sub-
sequent transactions in the scan (except uplink ELM transactions) will use
high power. If the first interrogation (at low iaower) fails, and high power
re-interrogations within the same DABS period also fail, then thé first attempt
in the next DABS period will again be at low power, with subsequent action as

if the target were being interrogated for the first time in that DABS period. ’
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ic described here is managed by transg-
action update, which appends the SO*Called "high power flag' to the target
record of a target requiring high power under these rules. The entire
process is inhibited for close-in targets, and this feature is managed by the
power programming control bit (in the target record). Transaction prepara-

tion sets this bit to signify "inhibit'" (no high power) if target range is less

than the value of an appropriate system parametex.

ever, guarantee that the P-bit will be set to 1" by roll-call scheduling,

since the duty cycle of the high-power transmitter must not be exceeded.

To prevent this, roll-call scheduling must keep track of the time at which
high power was last used, and allow P to be set to 1" only if the elapsed time
exceeds a system parameter called HYTIME, The nominal value of HYTIME
is 24000 Range units, or 1.5 msec. The computation required to allow the

use of high power is consgidere

[4

to be
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since it can be carried out only after the interrogation time for a transaction
with high power requested has been determined.

Interrogation time refers to the time of transmission of the leading
edge of the Py preamble pulse of a DABS interrogation (see Reference 2). |
This time is in range units, and the value contained in the control command

is compared to the value of the 16 lowest-order bits of the real-time clock

{see Reference 3). When coincidence occur
The DABS interrogation message formats are specified in Reference 2.

The contents of the various fields must be entered in the interrogation control

command by roll-call scheduling. Most of these fields are obtained directly
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from the transaction rec;ord, whose fields in these cases carry the same
name and abbreviation as those of Reference 2, For standard t ransaétions,
the fields F, L, IT, DL, AL, S, CP and CB will always be present in the
transaction record. IfS = "0'{ (unsynchronized interrogation), the fields
AI, RL and MSRC (a total of six bits) will be found in the transaction record.
If S = ""1" (synchronized transaction), these six bits will be repldced by a
dummy field, EPOCH, in the transaction record. The value of EPOCH is
computed by roll-call scheduling itself in the course of scheduling the
synchronized interrogation (see Section I'7). The SD (special data) field is
also generated by roll-call scheduling, W:’Lth the help of transaction update.
If S = "0", the SD field is set equal to "1111" followed by twelve zeroces. If
S = "1", the first four bits are set to "10000" and the last twelve bits are
equated to ALEC (altitude echo). In the latter case, ALEC will have been
generated by transaction update and appended to the appropriate target record,
If the interrogation is long, the 56-bit MA field will be found in the trans-
action record, otherwise this field is absent, The final field of any interro-
gation, the DABS address, is obtained from the target record. The generation
and overlay of parity bits is carried out in hardware by the transmitter/
mondulation control unit.

For an ELM interrogation, which is always long, all the fields
except the address are obtained from the transaction record.

‘One function of the transaction record is to facilitate interrogation
message formatting. For the most part, the various fields are merely

assembled by roll-call scheduling in order to prepare an interrogation control
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command. The only computation required is the scheduling task itself,
which produces the interrogation time and {when needed) the EPOCH field,
and the check described above whenever high transmitter power is requested
by transaction update.

Given an interrogation time, the time of arrival of the elicited reply
is approximately known, since channel management is provided with a pre-
dicted range. Since predicted range is only an estimate, based upon track
history, a listening period must be provided which is somewhat longer than

the duration of the expected reply. The required information is pro{rided by

during its track update operation.

Surveillance processing, after smoothing a track with a new measure-
ment, predicts range one scan ahead. Let the prediction be called Rp and
let AR be a measure of uncertainty in Rp , which is also computed by sur-
v eillance processing. The computation of AR takes account of track firm-
ness and the possibility of aircraft maneuver. A system parameter is in-
cluded in the computation of AR, and it is intended that this parameter be

- AR, R_ + AR)
P

with high probability. This adjustment will, of course, depend upon experience
J

with the tracking and scheduling algorithms.

Surveillance processing then computes the quantities

D

1

(2/c) (Rp - AR)+ AL, and

G

(4/c) AR,

and places them in the surveillance file. The term A% is the transponder
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nominal reply delay, measured from the time of reception of the beginning

of the interrogation to the time of transmission of the beginning of the reply.
This delay is specified to be 132 psec (2112 Range units}). The quantity D

is called '"earliest likely rangé” (by surveillance processing), or ''range
delay' (by channel management), and it represents the expected time interval
between transmission of the start of the interrogation by the sensor and the
recepti on of the start of the reply, given that the aircraft range is the mini-
mum expected, Rp - AR. Roll-call scheduling always schedules a reply
listening interval to begin a time D after the interrogation time. The quantity
G, called ''range guard', represents the amount by which the reply listening
interval must exceed the expected reply duration in order to accommodate
actual ranges from the minimum expected to maximum expected range,

R_ + AR.
p

If an interrogation is transmitted at time T , then the reply listening

and last until time L+ G + R , where R is the exp
reply beginning will be expected to arrive between L. and L + G, and this
information must be given to the DABS reply processor so that preambie
detection can be enabled during this interval. The reply processor also
requires knowledge of the reply length (short or long) and the expected DABS

address for reply verification and error detection and correction,



11-4, Allocation and Target Selection

Whenever channel control decides that a roll-call schedule should be
produced, the channel time available for that schedule is known and provided
to roll-call scheduling., The active target list, to which roll-call scheduling
turns in order to generate the schedule, will have been updated or processed
since the last schedule, so that it now looks like a new list of transactions
{one per target) awaiting execution. There is no assurance that a schedule
including all these transactions would fit in the available time on channel.
Before it can embark on interrogations/reply scheduling, roll-call scheduling
must assess the demands on channel time presented by the active target list,
in view of the time actually available, and then decide how that time should
be used. If there is time to execute a schedule which includes all the trans-
actions on the list, then there is no problem. Otherwise, _however, it must
be decided which transactions will be included in the forthcoming schedule.
This process is called allocation, and it amounts to the application of a set
of simple priority rules.

All transactions are classified into one of four "allocation classes''
depending on the nature of the gurveillance and communications tasks the
transaction is intended to accomplish. Standard transactions are designated
either "priority" or "mormal" and allocation class one consists solely of |
priority standard transactions. Allocation class two includes all normal
standard transactions and any ELM transactions which do not involve multiple

segments, such as the ELM clear Comm-C and ¢lear Comm-D commands,
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The reply control command contains six bytes, beginning with a control
byte. The control byte has a two-bit command type identifier (set to "11"),

a reply length bit ("'1" indicates a long reply), and a five -bit reply window
field. The reply window is equal to the range guard, G, in a special format
whose LSB is 4 usec (G is rounded up, if necessary)., This window is used
to control the interval over which preamble detection is enabled. Bytes 1
and 2 represent the earliest reply arrival time, denoted by L above, and
bytes 3, 4 and 5 contain the DABS address.

All the information required to formulate a reply control command is
available in the target record, except reply arrival time, which. is computed
by roll-call scheduling itself. Range delay and range guard are obtained
from the surveillance file (along with DABS address and other data) by
transaction preparation. The remaining target record field, range correction,
is generated by transaction update after the first successful reply. It equals
the time interval between the scheduled earliest reply arrival time and the
time of arrival of the actual reply. Thus, range correction provides a range

measurement, since range can be found from range delay (D) and range

correction (K) as follows:
Range = (c/Z)(D+K—A1,) .

Range correction is used in this way by surveillance processing. It is also

used in a special way in the scheduling of synchronized interrogations (see

Section II-7).
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Multiple -segment uplink ELM transactions comprise allocation class three
and multiple-segment downlink ELM transac.tions make up allocation class
four.

Standard transactions can be designated priority for many different
reasons. The first transaction of a scan (called the '"surveillance transaction')
is always a priority transaction, as is any synchronized transaction. Trans-
actions in which the interrogation requests ATCRBS identity have the priority
designation, since these will usually result from emergency situations (pilot
request). If the sensor experiences difficulty obtaining a satisfactory azimuth
measurement, additional transactions may be added, by transaction update,
in an attempt to measure azimuth before the target leaves the beam, and
these will be priority transactions. Finally, any standard transaction is
designated priority if it carries a Comm-A message or a Comm-B message
request which has been given '"high-priority" status by data link processing.

The principle of allocation is simply to give each allocation class
preference over all lower classes, so that a gchedule will exhaust all class
one transactions before including any class two transactions, and so on. In
order to do this without iteratively calculating a whole series of tentative
schedules, roll-call scheduling makes use of estimates of the channel time
required for each transaction (found in the transaction records) and totals |
of the estimated channel times demanded by the various allocation classes
(found in the active target list header).

'The exact amount of channel time required by a given transaction is

the difference in duration of a schedule which includes the transaction and of
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another schedule which includes all other transactions but the given one. This
exact channel time depends upon the target ranges and transaction types of

all the targets included on the schedule, and hence, it cannot be predicted

on the basis of data on the given transaction alone.
with the interrogation/reply scheduling algorithm used by roll-call scheduling
provides a simple rule which permits a conservative estimate of channel time
required for a given transaction in any schedule, and this rule is used to
generate channel time estimates at the time each transaction record is pre-
pared. The basis for these time estimates will be given here, and the dis-

cussion will then return to their use in the allocation task.

will depend somewhat on the actual distribution of the ranges of the N targets.
However, the duration never exceeds an expression composed of two terms,
the ''channel time sum' and the ""'schedule overhead'. The former term is

a sum of '"'channel time estimates', one for each transaction, while the
overhead term depends only on the range distribution. The channel time
estimate is a time interval which depends only on the transaction type, and

it represents the unavoid:
inclusion of the transaction, augmented slightly to represent normal scheduling
efficiency. The schedule overhead time is associated with propagation delay;
not fully utilized by other transactions, and it is approximated by the sum of
the range delay for the longest-range target on the list and a constant term.

If a schedule contained only one (standard) transaction, then the channel time

estimate would be approximately equal to the actual time used by the interro-
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gation and the reply, while the overhead would be almost equal to the propaga-
tion delay, or range delay, for this target.
of the system, the channel time estimates used for each transaction type
are system parameters, and the constant term used in the computation of
overhead time is also an adjustable system parameter. The suitability of
this method for schedule duration estimation will become more clear after the
discussion of the scheduling algorithm in Section II-6.

We introduce the allocation algorithm by discussing the simple case
in which only allocation classes one and two are represented among thé trans-
actions on the active target list. Each of the transaction records contains
a channel time estimate, one value for transactions with short replies and a
different value for those with long replies. It is characteristic of the scheduling
algorithm that the channel time estimate is independent of the interrogation
length. The sum of the channel time estimates of all the priority transactions
(class one) will be present in the active target list header, aloﬁg with the
corresponding sum for the class two transactions, Let the values of these
sums be S1 and S2 , respectively.

Roll-call scheduling, when enabled, is given an available time, Ta ,
for the schedule. It's first allocation task is to compute a schedule overhead

time estimate, To , by the formula '

T = D, + C s

where D, is the first-target range delay (found in the active target list header),

and C is a system constant. Next, the "remaining time'', Tr , is computed:

T =T, - T .

r a o
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According to our rule for maximum schedule duration, a schedule containing
all targets on the list should be no longer than S1 + Sz' + To . Thus, if Tr

exceeds S5y + 5, , all transactions may be scheduled. If
slsTr<Sl +S2 s
there will be time for all class one transactions and some class two trans-

actions. If

Tr<sl !

some class one transactions can be executed, but none of class two.

The procedure for allocation consists of the following steps, in

which an "allocation level' is fixed:

1) Compute 'I‘r and test the value against zero.

2) If Tr is zero or negative, the allocation level is set to "zero',
and no schedule is produced. In this case (or if the active target
list is empty), roll-call scheduling reports to channel control
(the '"acknowledgment'') that no schedule will be produced.

3) If Tr is positive, it is then compared to Sl’ and roll-call scheduling
notifies channel control that a schedule will be produced.

4) If Tr ig less than or equal to Sl’ the allocation level is set to
one'', and only class one transactions will be scheduled. All )
class one transactions are said to be "qualified for scheduling'),
and all others will be "unqualified for scheduling'.

5) T, exceeds S;, it is compared to the sum 5, +5,. The method

'is to compute

t
and compare T to Sse
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1
If T  does not exceed S

o [ T 4 ’ L - ¥
r 2

which case all class one transactions are qualified and will be

o~
S

scheduled. Class two transactions are selected during scheduling.

) If T; exceeds S, , all transactions of classes one and two are
scheduled. In the case under discussion, there are no other
transactions, and the preliminary allocation computation is complete.

In allocation level one, all class one targets have been gualified (i.e.,

considered eligible) for scheduling, although it is known that insufficient time
is available to schedule them all., The decision to terminate the schedule is

made during the schedule computation process, by checking the actual dura-

tion of the schedule against available time, as the schedule is generated,
target by target.

In level two the situation is more complex, since there is insufficient
time for all class two transactions and the scheduling of these transactions
must be stopped at some point to allow time for subsequent class one trans-
actions on the active target list. Thus, class two targets are selected on the
basis of channel time estimates, beginning with the quantity ’I’; . which is an
estimate of the total time available for them. As each class two target is
encountered during the scheduling operation (which makes a single pass
through the active target list), the channel time estimate of the corresponding
transaction is subtracted from T; . Ciass two targets are selected so long
as this subtraction results in a positive quantity. In addition, as a precaution,
the actual schedule duration is checked against available time as each trans-

action is added to the schedule. Note that, whenever the targets of a given
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class cannot all be scheduled, the longer-range ones are given preference
by this procedure, which is adopted for its simplicity. The actual selection
of class two targets is deferred until the schedule is computed in order to
save an extra pass through the active target list.

Before going on to allocation levels three and four, we discuss a
small complication resulting from the fact that DABS periods are characterized
by one of four ''schedule modes'' (see Section I-5 ). The schedule mode sets
rules for the inclusion or exclusion of synchronized transactions in the
schedules of the relevant DABS period, regardless of considerations of
available time. There are three bagic modes:

1) Mixed mode - both synchronized and unsynchronized transactions

are permitted in any schedule generated during the DABS period,

2) Unsynchronized mode - synchronized transactions are excluded,

and

3) Synchronized mode - only synchronized transactions are included.
A fourth mode, really a variation of the third mode, includes only synchronized
transactions and uses a modified scheduling algorithm which is described in
Section II-9.

Since synchronized transactions are always class one transactions,
the chief effect of the restrictions presented by schedule modes 2) and 3)
is to change the value of the priority channel time sum. In schedule mode
2), the sum of the channel time estimates of the synchronized transactions
(present in the active target list header) is subtracted from the priority time

sum and the result used for the allocation computation as above. In schedule
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3), we simply declare allocation level one, since only synchronized trans-
actions are permitted.

In the general case, when uplink and downlink ELM transactions are
present, the allocation computation does not stop with Step 7), described
above, but continues in an analogous fashion to determine which allocation
class (if any) will be incompletely served. The active target list header will
contain enough information regarding uplink ELM transactions so that an
estimate, S3 , of the channel time required to service all pending class
three transactions can be made. Details of the list header structure, relevant
to uplink ELM transactions, are given in Section II-5, At the end of step 5),
roll-call scheduling has calculated the time T1: , which is an estimate of the
time available for transactions of classes two, three and four. This time
is compared to S2 , and in general step 7) takes the following form:

7) If T; exceeds S2 , the quantity

1" H

Ty =Tr "SZ

is computed and compé,red to S3 .

8) If T; does not exceed S3 , the allocation level is set to three,
in which case transactions of classes one and two will all be
qualified, and those of class four unqualified for scheduling. Class
three transactions (mualtiple-segment uplink ELM transactions)

will be selected during precursor scheduling, as described in

Section II-5.
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9) If T; exceeds S the process stops with the declaration of

3 2
allocation level four. Transactions of classes one, two and
three will all be qualified and scheduled,
downlink ELM transactions (class four) will be individually
selected during scheduling {see Section II-8).

The whole point of the allocation computation is to determine which
allocation class will be incompletely served. Those of higher classes are
automatically qualified, and those of lower classes are unqualified for
scheduling. The selection of transactions from the class to be incompletely
served is made concurrently with scheduling. In all cases except allocation
level one, this selection is made on the basis of channel time estimates,

In allocation level three, the selection occurs during precursor scheduling,

in all other cases during the computation of the main schedule itself.
Although no specific "qualification bit" has been specified, some such
indicator must be used for the benefit of transaction update, which must
be able to determine which of the pending transactions were actually
scheduled. The target record would be the logical place
indicator.

II-5, The Schedule Precursor

The precursor is a portion of a DABS roll-call schedule which is
used only to service uplink ELM transactions (UELM's). The message
formats and waveform characteristics of UELM interrogations and replies
may be found in Reference 2. From a scheduling point of view, we need
only know thé following characteristics.

1) UELM interrogations and replies are always long.

2) A UELM transaction will contain no more than sixteen segments,

each segment corresponding to an interrogation.

3) Internal message coding in the segments instructs the transponder

to reply or not to reply, and the reply contains information
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which identifies the successfully received segments o
transaction.

4) Interrogations.rnay be transmitted with any spacing, provided
no two are closer together than 50 usec (800 Range units),
leading edge to leading edge. This minimum spacing is imposed
to agsure resuppression of ATCRBS transponders with each
DABS interrogation. The interrogations which represent the

segments of a given UELM may be spread ove

'
i
v

L

or even several scans, and other interrogations (but not UELM's)
addressed to the aircraft may be interspersed between them.

5) It is intended that the first attempt to déliver a UELM contain as
many segments as time permits, and that the final interrogation
of the group be of the type which elicits a reply. The sensor can
then evaluate the degree of success attained, by interpreting the
information coded in the reply, and schedule another UELM
transaction to send untransmitted or unreceived message segments.
The re-interrogation may occur in the same or a subsequent scan.

Most of the transactions in a schedule will be standard transactions,
pairing a single interrogation with a single reply. The basic scheduling '
algqrithm (Section II-6) is designed to pack interrogation/reply pairs of this
kind efficiently into the available time. It would be awkward and inefficient to
include a complete UELM transaction in such a schedule, even if the uplink

segments are transmitted as a burst, one interrogation every 50 usec. The

ason for

H

his will be given in SectionII-8, in connection with a2 similar problem

in the case of downlink ELM transactions.
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Inefficiency of channel time is avoided by the use of a precursor,
taking advantage of the flexibility of interrogation spacing discussed above,
Instead of including the non-reply-eliciting interrogations of a UELM in the
main schedule, these are transmitted as a burst before the main schedule
begins. If the total schedule is to contain several UELM transactions, the
bursts just described are combined to form the precursor, which is one
long burst of non-reply-eliciting interrogations, spaced every 50 Usec.
These interrogations are individually 32.5 gsec in duration, hence each
one, including the lastone, is followed by a 17.5 psec gap.

Any UELM interrogation which elicits a reply may be called a
"collector', since its functioﬁ (besides delivering a message segment)
is to collect the technical acknowledgment data the reply will contain. The
collector and its reply are then included in the main schedule. where they
are indistinguishable from a standard transaction with a long interrogation
and reply.

Once it is decided which interrogations will be included, precursor
scheduling becomes a trivial task. The first interrogation is scheduled
to begin at the schedule start time received by roll-call scheduling from
channel control. Each successive interrogation time is obtained by adding
800 Range units to that of its predecessor. The main schedule start time
is equated a time 8.00 Range units following the last precursor interrogation.
All precursor interrogations and collectors are transmitted at low transmitter
power, and the length bit will indicate 'long'". The fact that this computation

is simple provides a secondary advantage to the precursor concept. The
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scheduling operation can qﬁickly provide a set of interrogation times,

when called upon to produce a schedule containing UELM's, the transmission
of which will occupy the RF channel for a while, giving the scheduler time

to develop the early part of the main schedule to follow.

It remains to discuss the allocation of channel time to UELM trans-

actions. The basic approach is simply stated:

1) A collector is included in each UELM transaction in any schedule,
and
2) As long as channel time is available, each pending UELM will
be given time to transmit all message segments still undelivered.
The intent of this approach is to dispose of each UELM completely as soon
as possible, rather than to use a limited time to service a number of UELM's
partially.
The information necessary to carry out target selection in allocation
level three is contained in the active target list header. The location of
each UELM transaction record which represents the ''current transaction
of a target on the active target list is given by a pointer in the list header.
The current transaction for any target is the one which has been designated
for execution in the next available schedule. This pointer allows the data
in this transaction record to be used in formulation of hardware control
commands during precursor scheduling, without the need fo‘r a pass through
the entire target list. Also, for each UELM transaction, the active target
list he;ader indicates the number of message segments waiting to be delivered

(this is called the "length" of the UELM) and a channel time estimate for

delivery of the entire UELM.
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Precursor channel time can be predicted exactly; it is simply
800 (N-1) Range units, for a message length N. The collector, embedded
in the main schedule, will require a time equal to that of a standard trans-
action with a long reply, hence the 1sual estimate for this case is added to
the precursor time to provide the desired estimate of total time for the
UELM transaction,

Suppose there are M UELM transactions among the current trans-
actions on the active target list, and let the channel time estimates for these
transactions be Tl’ TZ’ ey T_M. Then the.. total time estimated to be

needed to accommodate all the pending class three transactions is

53 = T1+T2+... +TM

1
In allocation level three, the remaining available time, Tr , does not exceed

S3.

the largest integer, m, such that

To find how many of the UELM's can be fully serviced, we need to find

' "
T1+T2+... +Tm < 'I'r

‘This can be accomplished by subtracting T1 from T: s T2 from the result,
and so on, until a positive result no longer occurs. Suppose we find, in

this way, that

r
=
T1+T2+...+Tm<Tr T1+T2+"'+Tm+Tm+1 .

Then the first m UELM's will be '"qualified'' for scheduling in their entirety.

The remainder,

)

1 .
Tr = Tr - (T1+T2+... +'T1n)
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is computed to find out how much time (if any) will remain to give partial
service to the next UELM (if any). The standard estimate for the collector
and its reply is subtracted from T:' , and the (M + 1) -st UELM will be
attempted only if there is time for the collector. After the collector time
is removed from Tli" , the result is divided by 800 to determine how many
interrogations for this UELM can be included in the precursor.

After this lengthy but straightforward process is complete, the
precursor can be scheduled, since the qualified interrogations will have been
so designated. Also, the collector interrogations qualified for inclusion in
' the main schedule will have been designated. Of course, in allocation levels
one and two, no precursor will be formed (and no collectors scheduled),

while in level four, all UELM transactions will be fully qualified.

1I-6. Interrogation/Reply Scheduling

Interrogation/reply scheduling is the central activity of roll-call
scheduling. Allocation is 2 necessary preliminary step and message for-
matting is part of the formulation of interrogation/reply (I/R) scheduling
output, namely interrogation and reply control commands. An effective
I/R scheduling algorithm is essential to efficient use of RF channel time.
I/R scheduling is also a highly time-critical activity, since the scheduler
must begin to produce useful output very soon after its activation, and the
computation of the schedule must require less time than its execution, in
order to allow time for the operation of transaction update. Of the many
algorithms which have been considered for I/R scheduling, the one described

here has been selected because it has the following desirable features:
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1) The algorithm produces efficient schedules, regardless of

the range distribution of the targets,
2) The computation is very simple and is accomplished in a single
pass through the active target list, |
3) The basic algorithm has the flexibility to accommodate the
, as well as
to meet the special requirements of synchronized transactidns, and
4) The targefs are added to the schedule in the same order in which
they are to be interrogated, so that schedule execution can

begin before schedule computation is complete.

The I/R séheduling algorithm will be introduced in this Section in
the relatively simple case of a scheduler which contains no synchronized
or downlink ELM transactions. Uplink ELM transactions are included,

since only the collector interrogation and its reply enter into the main

-, modified by the
action of allocation processing, which has qualifiéd some targets and designated
others as unqualified. Unqualified targets and targets marked "complete

by transaction update are ignored by the scheduler. The allocation level is
also an input, together with the residual time allotted to that allocation class .
which is to be incompletely served. Although carried out concurrently with

I/R scheduling, the final qualification of individual targets (e.g., class two

targets in allocation level two) will not be discussed further

161 cussc
II-4) Finally, the main schedule start time is input, along with the remaining

time available for this schedule, after the preparation of the precursor. These

data are used to determine the latest permitted schedule end time.
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The output of the I/R scheduling algorithm is a set of interrogation
and reply times which constitute the actual schedule. The inclusion of.these
times in interrogation and reply control commands was discussed in Section II-
3 power programming
is also carried out concurrently with I/R scheduling, as previously mentioned.
Certain targets on the active target list will have high power flags set by
transaction update. These flags are tfeafed as requests for high transmitter
power, which will be granted only if sufficient time has elapsed since its
last use. Roll-call scheduling will keep track of the time of last use of high
power in the current DABS period, and after an interrogation flagged for

check can be made on elapsed

1. =
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high power is a
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time. The first request for high power in any DABS period is automatically
granted; after that the elapsed time must exceed the value of an appropriate
internal system parameter. This activity is carried out along with I/R
scheduling, and needs no further discussion.

To understand the scheduling algorithm, consider first a single

transaction, characterized by a range delay, D, range guard, G, and a

.
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given transaction type. Suppose that
as determined by the transaction type, is R. If the interrogation is

assigned a start time, T, then the reply listening period must begin at t1me

L =T+D .,
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It will be recalled that the range delay represents the out-and-back propaga-
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tion time corresponding to the minimum estimat
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by the fixed nominal transponder reply delay. The reply control command
will specify that preamble detection for this target will be enabled between
time L and time L + G. The listening period will last until L. + G + R, to
allow for the case of maximum estimated target range. If the interrogation
duration for this transaction is I, then the interval from T to T + I will be
reserved for the interrogation. These quantities are illustrated in Figure 14
where the interrogation interval is shown above the time line, and the reply

listening interval is pictured below.

ATC-43-14]
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Figure 14 - Scheduling One Transaction

Suppose that the transaction illustrated above corresponds to the

first target on the active target list, and that the second target to be scheduled

has a range delay, D, which does not exceed D. The interrogation time, T,
of the first transaction is set to the desired schedule start time, which
then fixes the absolute value of L. The second target is scheduled by agsigning

the start time, L', for its reply listening period to follow immediately after
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. its predecessor:
L' = L+c+R .

Working backwards,the second interrogation time is computed to be
T'=1.'-D' .
Even the short reply is longer than the long interrogation, and the first reply

listeniﬁg interval is prolonged by the range guard, hence the range ordering

(D= D') guarantees that T' falls after the end of the first interrogation interval,

as shown in Figure 15:
| ATC-43-15
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Figure 15 - Scheduling two transactions
Analytically,

' (L'-D') - {L-D)

t
R+G+(D-D)

H
1
1
H

1

>R ,

and R always exceeds I. The durations of the second interrogation and reply

are immaterial to this argument, Moreover, the interrogation spacing,

a4
T' - T, always exceeds 64 ysec (the short reply duration), which leaves

ample time for resuppression of ATCREBS transponders. Because of the
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requirement to resuppress these transponders, no scheduling algorithm can
be allowed to schedule interrogations with a spécing (‘I" - T) less than 50 usec.
The process described above can évidently be continued, scheduling N
reply listening intervals back-to;-back and computing the corresponding .
interrogation times, provided the active target list is ordered in decreasing
order of target range delay. The gaps between interrogations will vary,
being large when the two targets in question differ greatly in range delay,
an so whenever the earlier transaction contains 2 long reply. As each
reply listening interval is computed, its ending is checked against the latest
permitted schedule end time to prevent overrun of the available time by the
schedule. Overrun is possible, since the alloéation calculations were based
on estimates of required channel time.
Eventually, of course, the interrogations will encroach on the time
already committed to listening for replies, and the portion of schedule pro-
d d

duced, called a 'cycle', is terminated. The 1/R scheduling algorithm will

assign each new listening period start time tentatively, and then compute

both interrogation start and interrogation end tizﬁes for the transaction at
hand. The interrogation end time is tested against the stored value of the
beginning of the first reply listening period start time ‘of the cycle. If the )
interrogation falls in the clear, the transaction is included in the cycle,
otherwise a new cycle is begun, starting with the transaction which did not

h

h
ot

or the last reply '
of the preceding cycle, and scheduling begins with the assignment of an

interrogation time, just as was done for the first ta.rgét on the active target N
list, A typical cycle is illustrated in Figure 16. Note the occur‘rence of a

variety of transaction types.
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Figure 16 - A schedule cycle

As the scheduling process continues, the cycles become shorter,
including fewer targets since target range delay decreases as the scheduler
progresses down the list. The schedule ends when the list of qualified targets
is exhausted. Often, the last cycle will contain only one or two targets.

The transponder reply delay is specified to have a nominal value of 132 psec
(leading edge of interrogation to leading edge of reply), with a departure

from nominal not exceeding + 250 nsec  (Reference 2). Since the long interro-
gation is only 32.5 psec in duration, there will be a gap of 100 4 sec or more
between any interrogation and its reply, even for a target at minimum range.

It has been assumed, in the discussion so far, that the actual reply
delay of a target will never fall outside the range (D, D+G), and that the
active target list is rigorously ordered on decreasing range delay. The pre-
dicted (minimum) range delay and range guard are tracker outputs, :;\.nd they
will occasionally be sufficiently in error to cause a reply listening period to
be scheduled too early or too late. Since preamble detection in the DABS |
reply processor is only enabled for an interval as long as the range guard,
an early or late reply will be lost, If all the replies of a scan are lost in
this Wayp, the track will be coasted and the range guard value for the next
scan will be increased., The algorithms for computing range delay and range

guard contain internal system parameters, which will eventually be set to

97



values which will effect a balance between wasting channel time with excessively
large listening windows and missing replies for the opposite reason.

A certain departure from perfect range ordering can be tolerated if
suitable account of the degree of departure from perfect order is taken in
establishing the listening window. It was shown previously that the interval
between one interrogation and the next (T'-T) exceeds the first reply duration
(R) by the amount

G+D-D',
The range guard is never negative and, in the example discussed above,
D-D' was positive (or zero) because of the range ordering. But if the range
guard is increased by a constant amount, d, from the value required to
accommodate tracking errors, then decreasing range ordering can be violated,
so long as

D= D+d ,
and the interrogation spacing will still be no smaller than R. It is desirable
to allow a small departure from perfect range ordering in order to speed up
the computational task of ordering the active target list {(which occurs fre-
quently), even though a small amount of channel time is wasted in the pro-
longation of listening periods.

In the DABS specification, the "ordering discrepancy', d, is an
adjustable system parameter, nominally equal to a few microseconds. The
ordering fequired of the active target list is stated (in Reference 1) as

follows: Let D, and D, be the range delays of two targets, T, and T,, on

the active target list., If
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D1<D2-d »

then T, must follow T2 on the active target list. If

1
D2< Dl-d s

then T., must follow Tl' If

2

iDl-Dzi < d,

then the order is immaterial. The largest mismatch this specification
permits is d, as in the example above. The extra
in the computation of every range guard. One way to achieve an approximate
ordering of this kind is to mask some low order bits of the range delay

word, and order strictly on the high order bits, using a fast algorithm such
as the bubble sort. The effect of the masking is that the bubble-sort
algorithm will find the list in satisfactory order after fewer passes than would
otherwise be required.

It should be noted that a considerable departure from perfect ordering
could be tolerated without any compensation in the form of an increased range
guard because the short reply (64 usec) exceeds the minimum interrogation
spacing (50 pusec) required for resuppression. However, in schedules which
include synchronized transactions this freedom camnot be utilized, for a '
reason discussed in Section iI-?. In general, schedules are mixed in character,
including both synchronized and unsynchronized tranéactions, and it seems

simplest to use a single rule in all cases which guarantees the extra interro-

gation spacing when it is needed,
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1-7. Scheduling Synchronized Transactions

The capability of executing synchronized transactions is built into
the DABS sensor in order to support the possible implementation of an air-
borne CAS (collision avoidance system) which makes use of DABS replies,
The service provided by DABS is called "synchronous service, " and the relevant
features which affect the DABS design are fully specified (in Reference 1).
The overall CAS scheme which uses DABS synchro service is a provisional
system concept at this time, and only its basic features will be described
here, in order to provide the c‘ontext and motivation for the special properties
of synchronized transactions and their scheduling requirements.

The basic idea is for aircraft to perform one-way ranging on other
aircraft in their vicinity by timing the arrival of synchronized DABS replies
from these neighbors. The listening aircraft, which receives the benefit
of CAS service, requires special equipment, including a clock, a receiver
for the 1090 MHz DABS replies, and a CAS processor. The DABS interro-
gator cooperates by timing its synchronized interrogations in a way which
permits the one-way ranging, but the aircraft whose presence is detected
(and range measured) by the listener need have no special equipment other
than a DABS transponder. Thus, all DABS-equipped aircraft would announce !
their presence by means of DABS replies, but only CAS-equipped aircraft
could detect these aircraft and range on them., The synchronized DABS
replies will always contain DABS ID and altitude, hence the listener can
track each proximate aircraft in range and altitude, thereby deriving the
information necessary to assess collision threat and determine an evasion

maneuver,
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Each synchronized interrogation is timed (by the DABS interrogator)
so that the reply it elicits will be transmitted by the addressed aircraft at a
predetermined time. A coded value of this emission time is included in the
synchronized reply, and by comparing this time code with the reading of its
on-board clock, a listening aircraft determines range from the one-way
transmission. The clocks of CAS.-equipped' aircraft are kept in synchronism
by the ground network of DABS sensors, using synchronized interrogations
in the following way.

Fach aircraft receives a synchrjonized interrogation from a DABS
sensor once each scan, and it responds with a synchronized reply. Each
synchronized interrogation contains a éix—bit field, called EPOCH, which
represents ''system time'' at the predicted moment when the aircraft will
respond to this interrogation. The aircraft copies the EPOCH field into its
synchronized reply to identify the time of its transmission, If the aircraft
is CAS-equipped, the value of EPOCH is used, at the moment of reply trans-~
mission, to synchronize the on-board clock so that all clocks can maintain
system time. The airborne clock is synchronized by forcing it to display the
value of EPOCH at the reply time. The so-called system time is derived
from the DABS clock in the sensor, and the clocks of all sensors are
synchronized on the ground. The least significant bit of the EPOCH field, |
called the "synchro subepoch'', hag a nominal value of 16 usec, hence, the
EPOCH field corresponds to a six-bit portion of the DABS sensor clock.

The s'ubepoch has been made 2 system parameter, capable of assuming the

additional values 8 psec and 4 psec. Use of these values would shift the
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position of the EPOCH field, relative to the sensor clock, to the right by one
or two bits. Reference 3 contains a description of the synchronizing pro-
cedures for the sensor clocks. The EPOCH value and the airborne clock
1 = T,

both represent time in units of the synchro subepoch with a d

of six bits. The resultant range ambiguity is too large to be of cohsequence
in the CAS application.

The interrogations must be accurately timed to assure that the
synchronized reply is transmitted (leading edge) at the time coded in the
EPOCH field, with a precision much higher than the subepoch quantization.
To accomplisn this the sensor must know target range very accurately, and
hence, a synchronized interrogation will Oniy be made after an unsynchronize
transaction which yields a range measurement, both transactions occurring
in the same passage of the antenna beam past the target. The new fange
measurement is used in timing the synchronized interrogation, according.te
the following procedure.

The scheduling of a synchronized transaction begins by first establish-
ing a reply listening interval and interrogation time, just as if the.transaction
were unsynchronized, and then modifying these times in a specia
range delay and range guard used in the first step are unchanged from the
values used in the most recent ungynchronized transaction. This latter trans-
action will have produced a measured ''range correction’, the interval from
the start of the listening period to the actual arrival of the leading edge of the
feply. Since only a few milliseconds, at most, will have elapsed since this

range measurement, it is assumed that the synchronized reply would arrive
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after the start of the synchronized reply listening interval by the same ''range
correction' interval. Knowing this, and the actual range of the target
(inferred from the range correction), the scheduler can determine the time of
emission of the synchronized reply by the aircraft, given the interrogation
time established in the first step. In general, this emission time will not be
l'on a subepoch'’, and to make the emission time an integral multiple of the
subepoch value, T, a delay must be introduced in the interrogation time and
reply listening interval. This is called the '"'subepoch delay', and after its
computation the scheduler must test to be sure that the delayed interrogation
interval will still fit within the current cycle (unless the synchronized transaction,
as tentatively scheduled, happens to begin a cycle). If the subepoch delay
would prevent the transaction from fitting in the cycle, then a new tentative
interrogation time is established, beginning a new cycle, and the subepoch
delay computation is repeated.

The subepoch delay calculation, briefly described above, is carried
out as follows. Let L represent the listening interval start time tentatively
established for the synchronized reply. If the range correction is K, and
the original range delay is D, then the reply will actually arrive at L + ¥,
and the interval from interrogation start to reply arrival will be D + K. Thus,

the one-way propagation time is |

5 (D+K-AT)

The transponder reply delay, AT, was introduced in Section II-3, along with a
similar analysis of the measurement of target range. Finally, we compute

the reply emission time, E, which results if the transaction is scheduled
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with a listening interval starting at L.:
E=L+K-3 D+K-A4A7)
= . L K -
=L-3(D-K-Ap)

In order that the synchronized reply be emitted at an identifiable time,
the interrogation must, in general, be delayed to cause the emission time to
be an integral multiple of £. When that is the case, the emission time will
be represented by a sensor clock value which has all zeroes to the right of
the EPOCH field, and the value of the EPOCH field for‘this time is the desired
identifier which is incorporated into the synchronized interrogation.

Suppose that the emission time, E, computed above, can be represented

in the form
E=kZ+X,

where k is an integer and X is less than Z. Then a delay,
d = Z-X,

added to the interrogation time, will change E to the value
k+1) T .

This value, d, is the desired subepoch delay, and the EPOCH code will be
the six lowest-order bits of the binary representation of (k + 1). The interroga-
tion and reply listening interval start times, computed in the first step, are

increased by d to satisfy the synchronizing requirement for this transaction.
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The scheduling algorithm described in Section II-6 assures that no two
replies will overlap, i.e., garble each other, as th_éy are reéeived at the
sensor., It is necessary also to preclude the possibility of the garble of a
synchronized reply as it is received in a listening CAS-equipped aircraft.

If aircraft B follows aircraft A in the interrogation sequence of a given roll-
call schedule, then there will be no garble .of their repligs, at any receiving
point, if the reply generdted by A has compietely passed by aircraft B before
B's reply begins. If A and B lie on a radial line through the sensor, then the
desired effect will automatically be produced by the scheduling algorithm
itself. In general, a vector drawn from A to B will have a component per-
pendicular to the direction from the serﬁéor to either aircraft, and this requires
an additional delay in the interrogation to B. A single adjustable system
parameter is used for this delay to cover all cases allowed by the geometry
and antenna pattern in use.l An analytical discussion of the isolation problem
is given in Appendix A,

Isolation delay is introduced ‘in the scheduling of every synchronized
transaction. Account is taken of the delay already introduced for reply
emission timing, and additional delay is introduced in multiples of the sub-
epoch value, T, to preserve the synchronous character of the transaction,
The number of subepoch intervals added to the initial subepoch delay to achlieve
isolation is added to the EPOCH field already computed.

If a synchronized transaction is followed by another synchronized
transéction, then the isolation delay of the second protects the two replies

from garbling each other. However, when a synchronized transaction is
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followed by an unsynchronized one, then an isolation delay must be added to
the unsynchronized interrogation to protect the synchronized reply. In this
case, the isolation delay parameter is added directly to the interrogation

= em ] e sanl
ana repi

y tim mputed for the unsynchronized transaction., Whenever
isolation delay is added to any transaction which was tentatively scheduled
in an existing cycle, another check must be made to be sure the transaction

still fits with the delayed times.

II-8. Scheduling Dowﬁlink ELM Transactions

The procedure for scheduling a downlink ELM (DELM) transaction
is only slightly different from that for a standard transaction. In allocation
level four, all DELM transactions are qualified during the allocation calcula-
tion, and the time remaining for DELM transactions ié used during the I/R
p to qualify transactions individually. The situation here is
analogous to the handling of class two transactions in allocation level two.
First, the scheduling of a DELM is described, and then the Qualification
procedure can be explained. |

Suppose that a schedule cycle is being developed and that the next
transaction fetched from fhe active target list is a DELM. Suppose further
that the DELM transaction will fit in the cycle, taking account of isolation
delay, if required by the preceding transaction. The DELM interrogation
will elicit a string of replies, one every 136 psec. The number of replies
is controlled by bits coded in the interrogation and set by roll-call scheduling
itself, Thé reply string is treated as a single, extra long reply by the scheciuler,

and is scheduled in the cycle in the normal way. The interrogation time is
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found by subtracting the range delay from the starf time of the DELM reply
listening period, just as for a standard transaction, If a DELM begins a
cycle, it is again scheduled like an ordinary transaction, taking account of
the unusually long reply listening interval.

The only unique feature of DELM scheduling is that the current
cycle is always terminated with. the DELM transaction, even if the DELM
begins the cycle. In most cases, a transaction following a DELM would be
so delayed by the long DELM reply listening interval that it would not fit
within the cycle. To save testing for a case which rarely occurs, the
scheduler automatically goes on to start a new cycle. This causes the DELM
to be responsible for a little wasted time, from the end of the DELM interro-
gation to the start of the first reply listening period of the cycle.

We can now make an accurate assessment of the channel time re-
quired by the inclusion of a DELM in a schedule. Let the DELM interrogation
time be T and the start of the first reply listening period in the cycle (called
the ""cycle test time'') be Lo . If the DELM begins the cycle, L will be the
start time of the DELM reply listening period. The DELM will thus require
a channel time equal to (LO-T) plus the time required for replies. For N
feplies, the reply time is |

(136N - 16) psec,
since the replies are 120 gsec long with a 16 -pisec gap between them.

Before qualifying a DELM which has been fetched for scheduling,

the scheduler will test to see if the remaining (class four) channel time

exceeds (LO—T), after establishing the tentative interrogation time, T. If
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the transaction fails this test, this and all su
are unqualified for scheduling. If the transaction passes the fest, the remain-
ing channel time is reduced by the value of (LO-T) and the result used to
determine the number of reply segments which can be scheduled. The
formula for reply time, given above, is used, and if there is time for fewer
segments than the number requested‘ in the transacﬁon record, then all sub-
sequent DELM transactions are unqualified.

The scheduler will also modify the MC field of the interrogation
conform to the number of replies desired. The first sixteen bits of this field,
in a DELM interrogation, correspond to reply segments. If an earlier reply
informed the ground that an aircraft wished to transfer a DELM containing
M (M <16) segments, then the transaction record for this DELM will first
be prepared with an MC field beginning with M n1t’s followed by (16-M)

101’ g, If there is time for all M replies, the interrogation will be trans-
mitted with the MC field copied from the transaction record. If there is
time for only K <M replies, the transaction :ecord is unchanged, but the
transmitted MC field will have K "1'’s followed by (16-K) "0"s.

After the replies are received and assessed by transaction update,
the 1" corresponding to a successfully received segment will be changed
(by transaction update) to a '"0'" in the transaction record. Thus, a DELM
appearing for a second or third time on the active target ligt for scheduling,
can have any pattern of n11’g and "0'"’s in the leading 16-bit portion of the MC
field. The number of '"1"’s equals the number of segments not yet transferred.

icient time for all of them in a particular schedule, some of

1
¥ 3 4 po L 4 411 1

If there i
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the "'1" ’s will be changed to '"0" ’s in the actual interrogation message by
roll-call scheduling. Again, if there is time for K segments, the first K

111 * g will be copied into the interrogation MC field, the remaining bits will

be set to M0,

II-9. Interrogation Scheduling without Reply Processing

In Section I-5 the various DABS schedule modes were described, in-
cluding 2 mode in which only synchronized transactions are to be scheduled.
It is expected that this mode will only be used in a situation in which several
sensors are providing surveillance of a metroplex area in a tightly coordinated
way. One feature of this coordination will be a time-sharing, among the sensors,
of the channel time devoted to synchronized transactionsg. In this scheme,
ATCRBS periods and DABS unsynchronized periods occur at the same time
at each sensor, but a time period devoted to synchronized transactions is
split into subperiods, one for each sensor. The result of this subdivision
and time sharing is a loss of channel time available to any one sensor. One
way of recovering some channel time is to ignore the replies during the syn-
chronized DABS period, scheduling interrogations on into the time when
replies are due to arrive. The scheduler computes interrogation times bwy"I
placing reply 'listening periods'" in sequence, including isolation delay, so
that there will be no garble at an airborne receiver, In practice, the
scheduler for this mode can be implemented from the normal scheduling
algor.ithm simply by ignoring the test usually made to see if a transaction
will fit within the cycle. Equivalently, a ''cycle test time'' can be established

which is far enough into the future so that every transaction will be included.
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It can be shown that none of the several sensors participating in
the time sharing scheme will cause garbling of the replies elicited by any
, provided the last reply scheduled by one sensor arrives at
that sensor (even though the reply is to be ignored) before the next sensor
on the channel transmits its first intei'roga.tion. This is guaranteed by

retaining the standard test, made by the scheduler, to be certain that each

reply will be received before the end of the DABS period.
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II-10. A Roll—Call_Schgduling Algorithm |

The roll-call scheduling task breaks up naturally into allocation and
I/R scheduling, and the lattef decomposes into precursor scheduling and
preparation of the main schedule. The relationship of these three subtasks
to the roll-call scheduling input apd outputs iz shown in the overall .ﬂowchart,
Figures 17a and 17b. The subtasks are expanded in the subsequent
figures.

When activated, roll-call scheduling is provided with a schedule
start time, S8, and an avaiiable channel time, AT. From these quantities
the schedule limit, SL, is computed for later use in making sure that the
schedule does not overrun the available time. The allocation calculation makes
use of the available time (AT) and the active target list to determine the alloca-
tion level, AL. An additional output of the allocation task is the time remaining,
here called RT, for the allocation class which may be incompletely served.

After performing the allocation calculation, an acknowledgment is
made to channel control, indicéting whether or not a schedule will be produced.
No schedule :15 produced if the allocation level has been set to zero or if the
active target list contains no pending transactions, |

Next, a test is made to see if a precursor is required., By definition,
a precursor will_ always be scheduled {(or at leést attempted) in allocation level
three, but in ievel four it is necessary to check for the presehce of class three
(multiple-segment uplink ELM) tré.nsactions,, |

Through some error, it is possible that the schedule limit will be reached

during precursor scheduling, hence, a test for this occurrence is made and a suitable
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exit is provided. If there is time for a main schedule, the schedule start

time (SS) is changed to the value of the precursor end time, and the main

The roll-call scheduling exit consists of a completion notice to
channel control, which includes the actual end time of the computed schedule.
Interrogation and reply control commands are the major output of roll-call

scheduling, and they are buffered for transfer by channel control, as explained

in Section I-3.
The allocation task is expanded in the flowchart of Figures 18a

and 18b, The available time (AT) is used, together with the channel time

sums contained in the active target list header. These sums are the following:

Sl Priority channel time
s11 Synchro channel time
52 Normal channel time
S3 Total uplink ELM channel time

The synchro channel time is used to correct the priority channel time when

culation of remaining time, RT, follows the equations given in that Section.
The output of the allocation computation is simply the allocation level
and the modified remaining time, or else a flag which indicates that the active
target list is empfy (i.e., no pending transactions)‘. The individual qualifica-
tion of uplink ELM transactions is incorporated into the precursor scheduling,

which represents a minor departure from the literal specification of Reference

1.

112



The allocation algorithm represen’cs an iterative subtraction of channel
time sums from the remaining time to find out which allocation class, if any,

" is to be incompletely served. If there are no pending transactions of a given
class, the corresponding channel time sum will be zero, and the algorithm
will, in effect, advance to the next test. In the test for an allocation level

L, RT

of three (or higher),R

thre highe s compared to S2 + CTSL + 800, rather than to S2,

i ’ A
to prevent the declaration of level three when there is in fact insufficient .
time for one precursor interrogation and the collector transaction of the

first UELM.

Precursor scheduling is expanded in Figures 19a and 19b. The
task is begun with assigned values of SS and SL, the schedule start and
schedule limit times, and a value of RT, the remaining time. If the allocation
level has been set to four, then all class three transactions will be scheduiled
and RT will be used in the preparation of the main schedule, in connection
ification of DELM transactions., In this case, RT is unchanged
during precursor preparation. In allocation level three, RT is used to qualify

UELM transactions and individual UELM interrogations. We are assured
that there will be time f;:nr at least one precursor interrogation and the
corresponding collector transaction by the nature of the allocation algorithm,
.
Initialization consists of accessing the first class three transaction
from the active target list, The '""schedule end timé" variable, SET, is

initialized to the schedule start time, since each new interrogation time is

equated to the current value of SET.

it
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Testing for adequate channel time is bypassed in allocation level
four since it has already been verified that there will be time for the complete
service of all UELM transactiqns in that case. In level three, each transaction
is checked for time availability, beginning with a test to see if the entire trans-
action can be accommodated (based on the channel time estimate, CTE, for
the full transaction), If the fuil transaction will not fit, based on the esti-
mated remaining time, a check is firsf: made to see if the collector will fit.
The collector will require a time CTSL, the system parameter representing
the channel time estimate for a standard transaction with long interrogation
and long reply.

If the collector will not fit, the precur.sor is already finished; other-
wise the number of precursor interrogations which will qualify is computed.
This number will never equal N-1, the number of precursor interrogations
the full transac.tion would require, since there was insufficient time for a full
transaction. Each precursor interrogation requires 800 Range units (50 psec)
of channel time. If only the collector will fit the precursor is already
finished. If one or more interrogations will fit, their number is determined
and a flag set to terminate precursor processing when these interrogations
are scheduled.

If the transaction was fully qualified for scheduling, then the number
of precursor interrogations is equated to N-1, i.e., one less than the number
of message segments for the transaction. The last segment, of course, is

included in the collector. Whenever a class-three transaction is included,
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fully or not, the collector transaction is separately "qualified, " so that it
will be included in the main schedule by I/R scheduling.

Once the qualification of an individual UELM is established, the
interrogations are scheduled, one every 800 Range units, and the interrogation
control commands are formulated. The variable SET is revised with each
scheduled interrogation. The process repeats until all qualifying segments
of each qualified UELM are scheduled.

It should never happen that a precursor will reach the schedule limit,
since no precursor will be attempted unless it is estimated that there will
be a following main schedule, containing at least one collector, along with
any class one and class two transactions. Nevertheless, a test is made
before scheduling each precursor interrogation to verify that actual channel
time is available. (The test allows for the full 50 psec, so that all suppressed
transponders will be recovered before any other channel activity is attempted. )

Preparation of the main schedule is the major portion of the roll-call
scheduling task. This task will be activated only if the active target list is
not empty, and in passing through the list, only targets whose ''target com-
pletion' bit is not set tb "1" are considered for scheduling, The significance
and regulation of the target completion bit will be explained in Part II, in .
connection with the target list update function.

For definiteness, it is assumed that a linked list structure is used for
the active target list. Thus, threading the list consists of the steps:

1) ad\;*ance a pointer, 2) test if list eﬁd has been reached (i.e., previous tar-

get was the last on the list), and 3) fetch the target record and current trans-
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action record indicated by the pointer, The same procedure was used in
Figures 19a and 19b to thread through the class three transactions.

Each target fetched is tested for qualification for scheduling. DELM
transactions will all be qualified in allocation level four, but the I/R scheduling

algorithm will determine which DELM transactions, if any, will actually

number of message segments. This process is called '""partial qualification"
in Reference 1,

The main scheduling task is entered with values of sc‘hedule start and
limit times, and a remaining time, used in allocation level four for DELM
qualification. Schedule end time, SET, is initialized to schedule start time,
88, since each target is scheduled at a time determined by the end of the
schedule so far computed. The loop for fetching the first quali
on the active target list (ATL) follows the logic stated above.

The next step, which follows the entry point "B'", is the assignment
of an interrogation time, T, and a reply listening period start time, L, for
the first target of 2 cycle. Deferring discussion of the DELM case, a cycle
test time, CTT, is established, which is used to check whether the interro-
gations for subsequent targets Will fit within the cycle. |

If the first target of a cycle requires a synchronized transaction, the
subepoch delay and EPOCH value are computed according to the equationa given
in Sectior} II-7. The equation in the flowchart gives the reply emission time,

E, which would result if no delay were applied (TRD is the transponder reply

delay of 132 psec). In the usual case, in which replies are processed by the
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sensor, the cycle test time is ﬁxodified (along with T and L., of course)

to take account of the subepoch delay. If replies are not being processed,
all transactions will be synchronized and the cygle test time is e'qua_ted to
a time which can never be reached by interrogations (SL is a convenient
choice) in order to inhibit the ending of a cycle.

At this point (entry point "E'"), .we are ready to schedule the trans-
action. However, a test is first made to be sure that the schedule will not
overrun the schedule limit, SL. If not, the schedule end time is updated
and interrogation and reply control commands are prepared and ''released”
for execution. In Section I-3 an option was described in which roll-call
scheduling collected theée commands until a cycle was c0mputed {or the
precursor) and then released then as a group by means of a response to
channel control. The exact mechanism is sensitive to the actual implementa -
tion of 1/O between hardware and software in the sensor, hence, in these
charts we do not elaborate further on the ''release' of these commands,
other than to indicate the point in the flowchar_t at which their release is
first possible. If replies are not being processed, the reply command step
is simply bypassed.

Having scheduled the first target of a cycle, a new qﬁalified target
is fetched and tentatively scheduled by placing its reply listening interval '
directly after that of its predecessor. The corresponding interrogation end
time, S, is found and checked against the cycle test time, If the new trans-
action will not fit, a return to "B" is made, beginning a new cycle with this

target. If the transaction is not a DELM (see below) then it is tested to see
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if it is a synchronized transaction (Synch?), or if it follows a synchronized
transaction (Post-synch?). It is understood that a flag will be set, or an
equivalent technique used, to record the fact that the previous transaction
was synchronized.

Post-synchronized transactions require the standard isolation delay,
ISO. Synchronized transactions require the subepoch delay, computed as
before, together with a possible further delay for isolation, as described
in Section II-7. The result of either calculation is 2 delay which must be added
to T and L before scheduling. First, the delayed interrogation is checked
again for fit in the cycle, and if the test succeeds the target is scheduled
and the process is iterated. If the delay pushes the interrogation end time
past the schedule limit, then the transaction will start a new cycle by way
of entry point '""B'"\.

‘The special treatment of DELM transactions, which includes qualifi-
cation as well as scheduling, is shown in Figures 20e and 20f, The
flowchart is entered at "I" if the DELM appeared to fit in an existing cycle,
and at ""C" if the DELM is to begin a new cycle. The standard post-synch
test is made after entry point '"I'"', and if the resulling delay precludes the
inclusion of the DELM in the current cycle, new times for interrogation and
reply are computed, and the flow merged with that of entry point "C'. |

In either case, we then compute the amount of channel time, X, which the
interrogation and a single reply will require, anticipating the termination of
the cycle with the scheduling of the DELM. The remaining time is reduced

by this amount and the result tested for sign, to see if there is time for this
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DELM with at least one reply. The corresponding schedule end time test
is also made. If either test fails, a suitable flag is set to inhibit further
DELM scheduling, and returns are made to points where a new target is

fetched, either to continue the cycle or start a new one,

Once it is established that the DELM can be scheduled with at least
one reply, further replies are scheduled until either a) all segments are
scheduled (M= N), b) the estimated remaining channel time runs out {RT= 0),
or c¢) the schedule limit is reached. Reply control commands are prepared
as each reply is scheduled, and the final step is the preparation of the
ion control command. This latter command indicates which

message segments are to be sent in reply, as described in Section 11.8,

The variable names used in the flowcharts have the following

meanings:
SS Schedule start time
AT Available time
SL Schedule limit
AL Allocation level
RT Remaining time
SET Schedule end time I
S1 Priority channel time sum
511 Synchronized channel time sum
S2 Normal channel time sum
S3 Uplink ELM channel time sum
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CTSL, . Channel time estimate for a standard transaction with a

long reply
CTE Channel time estimate (for a given transaction)}
M Internal segment counter
N Number of segments in a given uplink ELM transaction

ATL Active target list

T Tentative interrogation start time
I Tentative reply start time

CTT Cycle test time

TRD Transponder reply delay

X Dummy variable
S Tentative interrogation end time
ISO Isolation delay parameter

DELAY Dummy variable

RRP Reply repetition period parameter (for downlink ELM replies)

120



ENTER
(5SS, AT)

SS + AT

h4

Allocation Calculation

(Fig. 10-2A, B)

Qutputs: AL, RT

Will a schedule

be produced ?

Y
(AL=1,2,3,0r 4)

Send acknowledgment

to channel control

AL >2

Y

/Are there any class
\ 3 transactions?

Y

121

Figure 17a.

Roll-Call Scheduling

Send acknowledgment
to channel control

ATC-43-17a




Precursor Preparation

(Fig. 10-3A, B)

Output: SS

Did the precursor

reach the schedule
limit ?

N

A4

Main Schedule

Preparation ( Fig.
10-44A, B)

Qutput: SET

Figure 17b.
(Roll-Call Scheduling)

4

Send completion notice

to channel control

122

ATC=-43-17b




Unsynchronized

Is the active

target list empty?

i

Figure 18a.

Allocation Calculation

Set "empty
list'" flag

Compute the remain-

ing time, RT

v

Sl« Sl - Sl1

RT «RT -~ Sl

123

{(No
Schedule)

{(No
Precursor)

ATC-43-18a




Figure 18b.
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Figure 20a,
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PART III
TRANSACTION PREPARATION, TARGET LIST UPDATE AND
TRANSACTION UPDATE
III-1, Overview

The chahnel management subfunctions of transaction preparation,
target list update, and transaction update are discussed together in Part III,
which completes the report begun with Parts I and I These subfunctions
are specified separately in the DABS engineering requirement {Reference 1),
but are treated together here because of the close relationship and high degree
of interplay between them. The general princ iples‘ which have guided their
design are explained below, in Section III-2.

The central file with which all thTee tasks are concerned is the active
target list. As described in Section II-2 , this list contains data. on each target
currently within the antenna beam and with channel activity still pending. The
data for a given target is organized into a "target transaction block.'' The
data structure intended for this block is described in Section III-3, and the prepara-
tion of the block, from data contained in the surveillance file, is described in
Section III-4.

As discussed in Part I, channel control activates transaction
preparation intermittently, to generate data for targets about to enter the
antenna beam. Transaction preparation is implemented in the scan-to-scdn
processor, where it has ready access to the surveillance file., The target trans-
action blocks which contain all the data necessary for subsequent scheduling
operations, are then sent to the channel management processor to be merged
onto the active target list. The structure of the active target list is described

in Section III-3, supplementing the discussion of this list in Part II.
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Section II1-5 is devoted to a discussion of the target list update function,

which merges new data blocks onto the active target list, while deleting the

blocks of completed targets and those which have fallen behind the beam. These .

latter blocks are grouped into a ''released target list' which accompanies the
reply data blocks themselves to the scan-to-scan processor for the benefit of
the data link and surveillance processing functions. Flowcharts for trans-
action preparaﬁon and target list update are provided in Section 1II-14,
together with flowcharts for transaction update.

The remainder of Part III is devoted to transaction update, whose
many sub-tasks are treated in separate sections. Most of these sections trace
an entire protocol, such as the handling of Comm-B messages (Section III-11)
through the channel management function, as well as describing the role played
by transaction update in this protocol, Sections III-6 and III-7 treat the prepare
stages of transaction update, and Section III-14 offers an illustrative transaction

update algorithm and flowchart.

II1.2. Design Principles

The sensor has a number of responsibilities; some to the ATC system

[

on the ground, and some to the aircraft participating in the ATC system. The
responsibilities which fall upon channel management may be broadly clagsified
into two classes: surveillance and communication. In order to discharge these
responsibilities, channel management is given complete control of the RF
ground/air channel. Its tools are the various transactions afforded by the DABS

signal formats and the link protocol itself.
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The signal formats are specified in Reference 2, and it will be
assumed that the reader of this report is familiar with that document in some
detail. DABS transactions, which are particular pai;'ings of intei'rogation
and reply signals, have been discussed frequently in the preceding Parts
of this report, and they are discussed again belo‘w, from the point of view
of the objectives they are intended to accomplish,

The major surveillance responsibility is the provision of a position
update, on every target each scan, to the ATC systeﬁ (i.e., NAS,. including
ARTS facilities at terminals) and to the local IPC processor. The sensor
itself, of course, measures slant range and azimuth, while the aircraft
reports its altitude in the normal surveillance reply. For certain aircraft,
the sensor also performs a kind of surveillance service to‘the aircraft. The
service is called "'synchronous service', and it is rendered to aircraft
designated by network management. Although more than one sensor provides
position updates to ATC on a given target, usually only one sensor provides
synchronous service to that aircraft. Synchronous coverage is regulated by
network management, which sets a ''synchro bit'' for appropriate targets in the
surveillance file. Synchronous service is definéd as the delivery of synchronized
interrogations, including an altitude echo {ALEC) field, to an aircraft. '

A special service, which resgults in ATCRBS identity replacing
altitude in a surveillance or Comm-B reply, may also be considered a
surveillance responsibility, although it combines the features of both surveil-
lance and communications, The request for ATCRBS identity transfer (on

the downlink) may come either from the ground or from the pilot. A ground
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request, recognized by the setting of the ""AI bit" in the surveillance file,
will usually be made for the purpose of correlating the DABS and ATCRBS
data on a target which may be received at a control facility, A pilot request,
recognized by the setting of the ""A bit'' in a surveillance or Comm-B reply,
will usually be made in an emergency situation, in which the ATCRBS identity
field is used as a special data link channel with a limited message vocabulary
(e.g., emergency, radio out, etc.).

Communications responsibilities relate to the use of the DABS data
link, under ground or pilot request, The ground can initiate the transfer of
a short, single-segment message, using a Comm-A interrogation on the up-
link or a Comm-B reply on the downlink., The ground can also initiate a
multiple -segment, uplink extended length message (ELM) with a series of
Comm-C interrogations.‘ Similarly, the aircraft can request the transfer of
a single-segment short message or an ELM of one or more segments. Pilot-
initiated short messages, transferred on the downlink with a Comm-B reply,
are requested by the setting of the "B bit' in a surveillance or Comm-B reply.
Downlink ELM's, transferred by means of one or more Comm-D replies, are
requested by the use of the "D bit'" and the "DCOUNT' field (number of message
gsegments) in either an unsynchronized surveillance reply or in.a Comm-B
" reply. Pilot-initiated exchanges are finally terminated by the sensor, which
sets a '"CB bit" (Clear Comm-B) in a surveillance or Comm-A interrogation,
or sends a special Comm-C interrogation to clear the downlink ELM (Clear
Comm-D)., An analogous Comm-C interrogation is used to terminate an uplink

ELM (Clear Comm-C).
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An additional communications responsibility involves the so-called
WPBUT (pilot button) channel." A dedicated two-bit field, PBUT, present in
all surveillance and Comm-B replies, is used to convey pilot acknowledgment
of certain uplink commands. These commands, generally associated with
IPC, are delivered using a Comm-A interrogation whose message field (MA)
contains a specific request for the pilot acknowledgment. The sensor must
report the meaning of the PBUT field (if not blank) to all ATC facilities and
then send a 'clear PBUT" indication, by means of the "CP bit" in any surveil-
lance or Comm-A interrogation.

It will often fall upon the sensor to exercise several of the responsi-
bilities, described above, to a given target in a single scan. A whole series
of transactions will then be needed, many of which can be anticipated (from
data in the surveillance file, including the active message sublists) in advance
of the brief time interval during which the target will be visible in the coming
scan. Other responsibilities may become apparent while the target is within
the antenna beam, if the appropriate bits are found to be set in replies received
to planned interrogations. Therefore, channel management must have the
capability to add transactions (or modify planned transactions) dynamically
before the target leaves the beam. The planning of transactions in adva,nce' is
the function of the transaction preparation. The addition or modification of
transactions while the target is within the beam is one of the functions of trans-
action update. Management of the list of transactions pending for targets

presently within the beam is the function of target list update.
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Certain general principles of priority govern the activitiés of these
functions, and hence, regulate the initiation of transactions designed to meet
the sensor's responsibilities. Transé.cinns in support of surveillance ob-
jectives are generally given priority over those whose major task relates to
comrmunications. It must be reaiized, however, that the signal formats

themselves are sufficiently flexible to allow a single transaction to accomplish

several objectives simultaneously, Fo
a Comm-A interrogation anéwered with a Comm-B reply, providing position
update data while transferring one message in each direction on the link. In
addition, 1_:he. reply can contain a PBUT résponse and have the "A bit" set,
requesting another interrogation whose rep]..'y. will conta';n ATCRBS identity.
Transactions themselves are classified as '"priority" or 'normal"
by channel management. Any transaction supborting the basic surveillance

objectives listed above will be a priority transaction. Th

e posi
function is considered accomplished when range, azimuth and altitude have
been once measured successfully, and this will usually occur with the first
transaction of each scan for a given target. The first transaction is called
the ''surveillance transaction." Synchronized transactions (one per scan for

designated aircraft, normally) and transactions requesting ATCRBS identity

are always priority transactions.

Transactions which invoilve Comm-C interrogations and Comm-
replies are called "ELM transactions, ' since they alwa'ys relate to ELM
activity, ELM transactions are always classified 'normal.’ Non-ELM
transactions are called "standard transactions, '.and they may be priority

or normal,
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Comm-A message's and Comm-B message requests from the ground
are divided into two classes: "high-priority"” (or "urgent'’) and "'standard’
(or "normal'). If a (standard) transaction involves a message which has
ity, " then the transaction itself is.c_:lassified priority. The message
may be a Comm-A or a Comm-B message, or both may be involved;

Uplink messages and downlink message requests are obtained from
the active message sublists associated with the surveillance file. These sub-
lists are managed by data-link processing, which places high-priority messages

ahead of standard messages on the sublists. When transactions are formulated

by channel management, this ordering is preserved, so that high-priority

messages will be delivered ahead of standard messages. Moreover, channel

management exhausts the message sublists. which contain Comm-A messages
and Comm-B message requests, before it formulates ELM transactions for a
given ‘target.

Thus, the sequence in which transactions are prepared for a given
target, before that target enters the beam, conforms to definite priority rules,

which affect the nature of the service provided by the sensor. Similar rules

Priority rules are exercised in a different way when different targets
compete for channel time. Priority, standard transactions are scheduled in
preference to normal, standard transactions, and standard transactions are
preferred over ELM transactions. The operation of these rules is explained
in detail in Section II-4, in connection with the allocation portion of roll-call

scheduling.
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III-3. Structure of the Target Transaction Block and the Active Target
dst

The concept and general structure of the active target list have been
described in Section II-2. The function of this list is to provide channel
manage.ment with a convenient source of data on all targets which are "active, "
i.e., within the antenna beam and with transactions pending. The requisite
data comes from the surveillance file, which includes the active message
sublists, and it must be extracted and reorganized into "target transaction
sfel;red from the

Tl ~t
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ks' by
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scan~to-scan processor to the channel management processor, where it is
assimilated into the active target list.

A target transaction block contains data on a single target, some of
which is copied from the surveillance file and some of which is generat ed, by
transaction preparation, in the form of a series of 'transaction records.”

Each transaction record corresponds to a specific transaction which is planned
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given transaction record is used by channel management in the scheduling of
that transaction and in the evaluation of the resulting reply. The transaction
records are organized in the target transaction block in a way which corre-
sponds to the intended order of their execution in roll-call schedules.

In addition to the transaction records, the target transaction block
has a header, called the 'target record, " which contains data and control
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information that relate to the

accomplishing the DABS surveillance objectives during the course of the scan,
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The data content of the target trahsactiOn blocks will be discussed in connection
with their preparation in Section IlI-4. This Section is devoted only to the
structure and organizatidn of these blocks and of the active target list.

The intended structure can best be expla_ihed by an illustration using
pointers and 1inkéd—list techniques. The target transaction block is accessed
through its header, the target record, and blocks are linked together by means
of forward and backward pointers from one target record to others. Internally,
the transaction records form a linked list, and each record has a pointer
its successor. The target record will have a pointer to the first transaction
record, which always corresponds to the surveillance transaction. Each trans-
action record has an additional pointer to the target record, ‘so that target data
contained in that record (e.g., DABS identity) can be accessed easily, along
with transaction record data, by roll-call scheduling.

For every target new to the active target list, the surveillance trans-
action will be the first transaction attempted, When this transaction is suc-
cessful, the next transaction in the target transaction block will be attempted,
and so on. This procedure is facilitated by the ''current transaction indicator, "
which is another target record pointer which links the target record to the
record of the next transaction to be executed. The pointer which links the tar-

.
get reco'rd of a newly-prepared target transaction block to the surveillance
transaction record could be modified to serve as a current transaction indicated,
but it seems best to use separate pointers so that subsequent users of the

target transaction block (e.g., data link processing) can thread through the

entire block easily.

141



ATC-43-21

Active Target
List Forward

Link Active Target

List Backward

‘Links
Current
Transaction
Indicator
\ / Target Record
Target C \ /

Transaction

Records

Transaction L/. /
Block | C/. \/ /

.

]
]
ENENENAEES

End List
Symbol

Figure 21. Active Target List Structure

142



The data structure described above is schematically illustrated in
Figure 21, Obviously, sequential allocation may replace some of the linked
allocation shown here, in which case some of the pointers would be replaced

by equivalent data fields containing indices.

ITI- 4. Preparation of the Target Transaction Block

This Section is essentially a description of the transaction prepara-
tion subfunction, as specified in Reference 1. Transaction preparation is a
relatively leiéurely operation, compared to the other channel management
tasks, and it is performed in the scan-to-scan processor under control of
channel control, The basic purpose of transaction preparation is to ''set
things'up” for the other subfunctions, doing as much as possible in advance
of the appearance of the targets in the beam. Transaction preparation is a
straightforward job, and most of its features can be understood on the basis
of a general familiarity with channel management. Some of the finer details,
however, will be best appreciated after the other topics covered in this Part
have been studied, namely target list updating and transaction updating. The
interplay between the three subfunctions will be emphasized in Sections III-8

through III-13, which trace individual surveillance and data link features
. I

through the system.

Transaction preparation is activated by channel control, which
provides a 'mew azimuth limit'" with each enabling command. The value of
the new azimuth limit which accompanied the preceding enabling command
will have been saved by transaction preparation, and this previous value will

be referred to as the 'old azimuth 1tmit. " When enabled, transaction prepara-
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. extract data from the surveillance file on all targets between the

o

1d and new azimuth limits, prepare target transaction blocks for these

targets, and send the blocks to the transéction buffer for later transfer to

the channel management processor by target list update. The new azimuth
limit is set to include all targets which will become visible for the first time,

in the present scan, in the next forthcoming DABS peri.od'.. The computation

of the new azimuth limit is explained in Section I-.5.
‘ preparation is contained in the
surveillance file, the major file of the scan-to-scan proéessor. Transaction
preparation is concerned only with known DABS targets, represented in the
surveillance file as discrete-code DABS tracks. Tracks in 'the_file are

grouped by sectors (11. 25° in width), on the basis of predicted azimuth, and
each record in the file has a field which contains the target's "earliest likely
azimuth.!" Earliest likely azimuth equals predicted azimuth, reduced by a
rediction uncertainty. This quantity

is used to fetch targets from the ‘surveillé.nce file, and its lcomputation,
performed by surveillance processing, contains an adjustable system parameter,
which will be set to balance the effects of missing interrogation opi)ortunities
because a target is brought onto the active target list late, and wasting |
channel time by bringing the target on too soon. |
The exact data structure to be used for the surveillance file is not

specified in Reference 1, except
veillance processing, data link processing and some network management

tasks on a sector basis. It must also be possible to execute an efficient
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between-limits search on earliest likely azimuth, so that transaction update
can extract the targets for which this parameter lies betwe‘en the old and new
azimuth limits.
' In addition to track data and other position-related information, the
surveillance file contains data-link messages and message requests for each
DABS target. These data form the active message list for that target, and are
probably implemented in a data-link storage area, referenced by a pointer in
the surveillance file itself. The active message list for a single target con-
sists of three sublists, containing data on Comm-A, Comm-B and ELM trans-
actions. The Comm-A sublist contains single-segment messages to be trans-
ferred on the uplink by means of a Comm-A interrogation, Comm-B sublist
entries are requests for single-segment downlink messages (pilot-originated
or ground-_initiated), which will be transferred by means of a Comm-B reply.
The ELM sublist contains uplink EL.M messages and downlink ELM message
Downlink ELLM message segments are stored in this sublist, when
received, until the entire message is obtained and sent to ATC.

Transaction preparation begins with the preparation of the target

record, which is composed of the following data fields:

1) DABS address (24 bits) |
2) Range delay (16 bits)
3) Range guard (16 bits)

) 4} Last likely azimuth (14 bits)

" 5) Altitude pressure correction (8 bits)

. 6} Primary indicator {1 bit)




7) Synchro indicator (1 bit)

8) DABS lockout transition control (1 bit)

9) ATCRBS identity request (1 bit)
10) Range correction (16 bits)
11) Range completion (1 bit)
12) Azimuth completion (1 bit)
13) Target completion {1 bit)
14) Power-programming control (1 bit)
15) Remaining tries (2 bits)
16} Comm-B state (2 bits)

The first nine items are simply copied from the surveillance file; item 10

is not generated by transaction preparation at all (it is later assigned by
trangaction updafe); items 11 through 15 are generated by transaction prepara-
tion, and item 16 is copied from the target's active message list, The
significance of each of these fields is given in the following discussion.

The DABS address is, of course, the 24-bit discrete aircraft
identity code characteristic of a DABS target. The target range delay is the
predicted two-way propagation time for the target, including transponder
reply delay, based on the target's '""earliest likely range.' Eazrliest likely
range, analogous to earliest likely azimuth, equals predicted range, reduced
by a computed term representing range prediction uncertainty. Roll-call
scheduling is always based upon this range delay, so that a listening interval
for a reply will start soon enough to include the reply even if the target is at

the earliest likely range. A listening interval exceeds the actual reply
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ponding to the computed range prediction uncertainty. Range delay and range
guard are 16-bit words, whose least significant bit is one range unit. The
use of these quantities is fully explained in Section II-6, in connection with
roll-call scheduling.

When surveillance processing computes a predicted azimuth it also
makes an estimate of prediction uncertainty. As mentioned above, earliest
likely azimuth is equal to the prediction minus the uncertainty. Similarly,
"last likely azimuth" equals the prediction plus the uncertainty. It represents
the azimuth at which the sensor should stop interrogating a target which has
not responded at all in the present scan, It is uséd in this fashion by target
list update, and last likely azimuth is replaced with an actual azimuth measure-
ment, by transaction update, as soon as such a measurement is available,

As mentioned above, one aspect of synchroﬁous service is the
inclusion of the "altitude echo' (ALEC) in any synchronized interrogation,
The purpose of ALEC is to allow the pilot to compare the value of altitude which
his transponder is automatically transmitting to the ground to the altitude dis-
played to him visﬁallﬁr in the cockpit {(see Reference 2 for further discussion).
The displayed value is corrected for barometric pressure variation by mehns
of the altimeter setting, made available to the pilot by ATC. The DABS sensor
also obtains this information from ATC, and for each region of coverage a
pressure correction is computed and stored by network management, The
appropriate value is included in the surveillance file for each target, and kept

current as the target's location changes management.. This
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correction is copied into the target record, so that it will be available to
transaction update, which adds it to the (uncorrected) altitude reported to
tHe ground to form the value of ALEC which is retransmitted to the aircraft.
An aircraft will receive synchronous service in a given scan only if the
synchro indicator is set at the time.

The primary indicator, like the synchro indicator, ig set by network
management and varies with time as an aircraft moves through the system.
A sensor is permitted to react to B bits and D bits in target replies, initiating
downlink message transfers, if the primary indicator is set. Otherwise,
these bits are ignored.

The DABS lockout transition control bit is set by network manage-

ment in order to regulate the transition to a region which lacks coverage
by DABS interrogators. This feature is discussed in Reference 2. When
this bit is "'0'" the DABS lockout field itself will simply be copied into most
transaction records, and the other case is discussed below.

The ATCRBS identity feature has already been discussed. If the
ground requests ATCRBS identity, an appropriate bit (the "AI bit") is set in
the surveillance file, and copied into the target record by transaction preparation,

The range correction field is ignored (or set to all zeroes) by trans-
action preparation, but the three 'icompletion bits'' (range, a
target) will be set to "0'" in the target record. These bits are records of

progress in the course of a scan, and they are used by transaction update

and target list update, as discussed below.

n
-

foeey
e



The power -programming protocol of the DABS sensor was described
in Section ﬁ-3. The control bit which appears in the target record has the
function of inhibiting the use of high transmitter power for close-in targets.
It is set to "inhibit" by transaction p
less than the value of a system para;meter (PPMINR) whose nominal value is
about five miles. Another feature of the protocol is the limitation of interroga-
tions to non-responding targets in any one DABS period. To keep track of
the number of attempts made in a given period, a 'remaining tries" field
is provided in the target record. This field is initialized by transaction
preparation. The initial value, NTRY, is a system parameter, nominally

set to the value two, which will allox

The final target record field, Comm-B state, relates solely to the
status of pilot-initiated, short downlink messages. The state has three
values: inactive, Comm-B pending, and clear pending. The protocol used
for these messages allows their transfer (including the initial request and
final clearing) to extend over several scans, and the Comm-B state variable
provides the memory required by channel management, regarding the progress
achieved in preceding scans. The Comm-B state is modified by transaction
update during the course of the scan and copied into the active message list

eader by data link processing after the target has left the beam. The variable

H

is then picked up again, from the active message list header, and placed in
the new target record (in the next scan) by transaction preparation, The Comm-B

'protoc'ol itself is the subject of Section ITI-11.
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After esta.blishiﬁg the target record, transaction preparation must
generate a transaction record for each transaction required to accomplish all
the activity pending for the target. At least one transaction is always required,
in order to obtain a position update. A second transaction is required for any
target designated to receive synchronous service. If the ground wishes to
obtain ATCRBS identity, a special transaction must be prepared for this pur-
pose, since the first transaction (called the "surveillance transaction') and any
synchronized inferrogation must request aircraft altitude. Altitude and ATCRBS
identity are both 12-bit fields, and they are multiplexed in non-ELM réplies.
The surveillance transaction demands altitude, as a part of the position update
for the given scan, and synchronized replies always contain altitude for the
benefit of listening aircraft, which use these replies for collision avoidance
purposes (see Section II-7).

If an ATCRBS identity request is present for a target designated for
synchronous service, then a minimum of three transactions will be prepared,
in the order:

1) Surveillance transaction; unsynchronized, reply
containing altitude.
2) "A-transaction"; unsynchronized, reply containing
ATCRBS identity.
3} ''S-transaction''; synchronized, reply containing altitude.
All of these transactions are classified as "priority' transactions, and together
they discharge the surveillance requirements of the sensor, as far as these

may be foreseen before the target enters the beam. Either the A-transaction,
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the S-transaction or both may be absent for a given target., The need for an
A -transaction may arise while the target is within the beam if the pilot makes
such a request in an earlier reply. The procedure followed in all cases is
treated in Section II-9 where further details will be found.

The contents of the active message sublists will determine the data
link activity which is pending for the particular target whose target transaction
block is under preparation., The link protocols for all the DABS message
types, and the uses of the message fields which control the protocols, are
specified in detail in Reference 2. These features are not defined here, but

a familiarity with them will be assumed in the following discussion.

L¢

A basic objective in transaction preparation is to combine the surveil-
lance and communications tasks of the sensor in the minimum possible number
of transactions. Any non-ELM interrogation, synchronized or unsynchronized,
may contain a Comm-A message field. Such an interrogation is called a
"Comm-A interrogation, " while one without such a message is called a
"gurveillance interrogation.' Surveillance interrogations are 56 bits in length,

while Comm-A interrogations contain an additional 56-bit message field. Non-
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synchronized. When the 56-bit message field is included, they are '"Comm-B

replies;'" without it, they are called "surveillance replies." |
One, two or three transactions are required for surveillance, as ex-

plained above., Any or all of these transactions can be designed to transfer

Comm-A messages on the uplink, by specifying Comm-A interrogations.

At least one transaction (the surveillance transaction) is unsynchronized, and

151



it can be designed to transfer a Comm-B message on the downlink, by
specifying a Comm-B reply., If an A-transaction is required, it too can be
given a Comm-B reply, if two Comm-B message requests are found in the
active message list,

If there are more Comm-A messages, and/or Comm-B message
requests than can be accommodated by means of transactions already required
for surveillance purposes, then additional ''standard'' transactions (i.e.,
non-ELM transactions) are prévided to exhaust the Comm-A and Comm-B
sublists. These extra transactions will all be unsynchronized, and hence
each can pair a Comm-A interrogation with a Comm-B reply, if necessary,
to expedite the transfer of these short messages in both directions.

After the short messages and message requests are dealt with, trans-
action preparation will turn to the ELM sublist, and generate one or more
ELM transactions if that sublist is not empty. An ELM transaction always
pairs Comm-C interrogations with Comm-D replies. There are four kinds
of ELM transactions:

1) Clear Comm-C, which terminates an uplink ELM
message transfer,

2) Clear Comm-D, which terminates a downlink ELM
message transfer.

3) Uplink ELM, of one or more segments.

4) Downlink ELM, of one or more segments,
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The ''clear' transactions require a single interrogation and a single reply,
while the ELM message-transferring transactions usually require either
multiple interrogations or multiple replies. Transactions are prepared for
execution in the same order as the entries appear in t
list, ''clear'' transactions (if present) will precede message-transferring
transactions, There may be several uplink ELLM messages waiting in the
sublist for delivery, but transaction preparation will ignore all but the first
of these, This procedure allows data link processing to verify completion

of the message transfer and insert a new clear Comm-C command ahead of
the next uplink ELM; Only one downlink ELM will ever be present at one
time in the ELM sublist, since the ground cannot be aware of a new downlink
ELM request until the existing one is cleared. These features are discussed
in more detail in Section III-12.

The structure of the transaction records can now be understood, in
view of the objectives of the transactions themselves, In addition to control
bits, which govern the subsequent activity of the roll—éall scheduling algorithm,
the transaction record contains a large part of the intended interrogation
message bits, preformatted to save time for roll-call scheduling. The formu-
lation of interrogation control commands, which include the message bits,

)
was discussed in Section II-3.
For standard transactions, the transaction record may contain the
following fields:
| 1) Priority (1 bit)

2) Channel time (16 bits)
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3) Surveillance transaction indicator (1 bit)
5) Comm-A entry indicator

6) Comm-B entry indicator

7) Format type (F) | (1 bit)
8) Data-block length (L) (1 bit)
9) Interrogator type (IT) (1 bit)
10) DABS Lockout (DL) (2 bits)
11) ATCRBS Lockout (AL) (1 bit)
12) Synchronization indicator (S) (1 bit)
13} Altitude/Identity designator (Al} {1 bit)

14) Reply length (RL) (1 bit)

15) Air-to-ground data link

message source (MSRC) (4 bits)
16) Synchronous reply time (EPOCH) (6 bits)
17) Clear PBUT (CP) (1 bit)
18) Clear Comm-B (CB) (1 bit)

19) Ground-to-air data link message (MA) (56 bits)

The first six fields contain control information for channel management use,
while the others are intended to become part of the actual transmitted

interrogation., Fields 13 through 15, totalling six bits, are multiplexed with

(of either the surveillance or Comm-A type), while AI, RL and MSRC {ill the

corresponding positions in unsynchronized interrogations. The last field,
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MA, is preseht in Comm-A interrogations, and abseént in surveillance
interrogators. The terminology and mnemonics of all interrogation message
fields are consistent with Reference 2. The meaning and setting of these
fields is given in the following paragraphs.
Transaction priority is used by roll-call scheduling and target
list update in connection with the priority-ordered use of channel time (see
Section II-4). Two levels are recognized: ''priority,' and ''mormal." Any
of the three transactions set up for surveillance purposes, as explained
above, is given priority. ELM transactions are always normal. Standard
transactions prepared to transfer Comm-A and/or Comm-B messages are
given priority if either of these messages (or both) is classified as a "high-
priority' message, otherwise the transactions are normal,
| Channel time is also used by roll-call scheduling for allocation
purposes. It is an estimate of RF channel time required to include the
transaction in a schedule. The basis for the estimate is discusse.d in. Section
I1-6, and transaction preparation assigns this quantity according to a
simple rule: one value (CTSS) if the transaction makes use of the short reply,
and another value (CTSL) if the reply will be long. The two values are
adjustable system parameters.
The surveillance transaction bit is set to '"'1" (i.e., '"yes'') for the

first transaction of any target transaction block, and to "0" {or 'mno'") for

all others. The bit is used for the easy recognition of gsurveillance trans-

actions in the operation of transaction update.
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Transaction type is used to identify one of the eight kinds of trans-
action, four standard and four ELM. The four ELM transaction types are
listed above, in connection with ELLM transaction generafion. The standard
transaction types correspond to the possible pairings of a short (56-bit) or
long (112-bit) interrogation witfx a short (56-bit) or iong (112-bit) reply.

The final control bits, the Comm-A and Comm-B entry indicators,
are pointers (or indices) which identify the entries in the Comm-A and
Comm-B sublists (of the active message list) corresponding to the message

and/or message request included in the transaction. They are placed in the
transaction record for the use of data link processing, which examines all
replies and target transaction blocks after the target has left the .beam.

The remaining transaction record fields, which constitute a pre-
formatted portion of the interrogation message, are easily assigned once the
function of the transaction has been established. The F bit distinguishes

mormal' (surveillance of Comm-A) interrogations from ''special" (ELM)
F is set to "0'" for
standard transactions and to ''1" for ELM transactions. The L bitis "0V
for short interrogations (surveillance interrogations of 56 bits), and "1" for
long (112-bit) interrogations of the Comm-A or Comm-C types. Interrogator
type (IT) is set to '"1'" in all cases; it identifies the source of the interrogation
as a DABS sensor,.

The lockout fields, DL and AL, are copied from the surveillance file
into all transaction records. An exception occurs when DL = 00" and
the DA BS lockout transition control bit is set to "1." Traﬁsaction prepara-

tion will then set DL equal to "00" in the surveillance transaction record,

and to '"01" in any other transaction records.
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The S bit is set to "'1" to identify synchronized interrogations (S-trans-

action), while AI="1" gimilarly identifies the interrogation of an A-transaction,

reguesting ATCRBS

will be "0" if the reply
is to be short (56-bit surveillance reply), or "1' if it is to be a long, 112-bit
Comm-B reply. The long, Comm-D reply is always elicited by a Comm-C
interrogation, which does not contain an RI: bit,

ThelMSRC field is used in connection with Comm-B messages on the
downlink, which can only be present in unsynchronized replies. If no message
is intended, RL will be '"0'" {surveillance reply) and the MSRC field is mean-

message is in will be '"1'"" and MSRC

-requested

jo P}

ingless. If a groun
will designate the on-board device whose readout constitutes the downlink
message. When the pilot requests a device readout (which he does by setting
the B bit in some reply), a subsequent interrogation will authorize the
Comm-B reply by setting RL equal to ''1" and MSRC equal to "0000", which
corresponds to ''pilot option'' regarding message source.

In a synchronized transaction, no Comm-B message can be sent; that
is, the reply must be short. Such a reply must also con
hence, it is possible to replace the AI, RL and MSRC fields with the six-bit
EPOCH field required in any synchronized interrogation. The value of this
field is generated by roll-call scheduling (Section II-7), and hence it is
ignored by transaction preparation.

The clear PBUT and clear Comm-B bits are used to terminate data
transfers on the PBUT and Comm-B channels, The CP bit is always set to
"0 by transaction preparation, while the CB setting is determined by the
Comm-B state variable copied into the target record from the active message

list. CB will be ''1'" if Comm-B state indicates ''clear pending, ' otherwise
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it is set to 0. The operation of these bits and the corresponding data
channels is given in Sections III-10 and III-11.

The final field, present only in a transaction involving a Comm-A | '
interrogation, is the actual data 1'1nk message text, MA, to be delivered to
the aircraft. This message text is copied from the Comm-A sublist to
facilitate interrogation message formatting by channel management, although
in principle this could be done directly from the Comm-A sublist, since the
Comm-A entry indicator is available. The computer configuration envisioned
for the DABS sensor puts most of channel management in 2 separate pro-
cessor, hence the approach adopted should be preferred, since the MA
data transfer takes place in the transaction preparation phase instead of the
more time-critical roll-call scheduling phase.

ELM transaction records are much simpler, since the Comm-~C interro-
gation is dedicated to fewer applications and has fewer fields. The first four
fields are identical to those of standard transaction records, although priority
is always set to '"normal, ' and the surveillance transaction indicator will
always be ''0" (i.e., ''no'"). Transaction type identifies the ELM nature of
the transaction and distinguishes between the four possibilities defined above.
Channel time is set to CTSL, the value corresponding to a standard transactions
with a long reply, for any ELM transaction involving a single interrogation
and a single reply, such as a ''clear" command. The channel time field is
not used for multiple-segment ELM transactions, since these are dealt with '

in a special way, in terms of chamnel time allocation, by roll-call acheduling,
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5) ELM entry indicator

6) Length {4 bits)
7} Format type (F) (1 bit)
8) Data-block length (L) {1 bit)

9) Reply type for Comm-C

interrogations (R'I‘C)' (2 bits)
10) Segment number of ground-to-air

ELM segment (SNC) (4 bits)
11) Ground-to-air ELM segment (MC) (80 hits)

The ELM entry indicator is a pointer, analogous to the Comm-A and
Comm-B entry indicators, which identifies the location of the message or
mesgsage request in the ELM sublist. Length is the number of segnﬁents
which characterize an ELM transaction; it is copied from the ELM sublist
data. Bits F and L are both set to '"'1'" for any ELM transaction.

The RTC and SNC fields characterize an ELM interrogation, while

r
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riessage segmen
ELM sublist of the active message list. For an uplink ELM of N segments
(i.e., "length!' = Nj, the RTG, SNC and MC fields will each be replicated'

N times. RTC will be '"00" in the first segment (which initializes the trans-
ponder, besides deliverihg a message segment), and '"10" in the last segment,

which is the only segment to elicit a reply. The intermediate segments all

carry RTC equal to "01'", The RTC code of an uplink ELM segment may
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later be changed by transaction update, but the initial values set by trans-

action preparation are copied from the ELM sublist,
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In a downlink ELM, there will be only one RTC, SNC and MC field,
and RTC will equal '"11'", SNC will equal '"0000". The MC field specifies
the particular segments of the downlink ELM which are authorized for delivery
in this transaction. The initial value, copied from the ELM sublist by trans-
action preparation, will request all segments not yet transferred on previous
scans. This value may later be changed by roll-call scheduling, if insufficient
channel time is available, and by transaction update as message segments are
successfully delivered.

The preparation of an individual target transaction block has been
described in some detail. One block is prepared for each of the targets
fetched from the surveillance file between the old and new azimuth limits.
These blocks are placed in a storage area, called the transaction buffer,
where they are accessible to target list update, described in thel next Section.
1t is expected that transaction update will be activated sufficiently in advance
by channel control, and given sufficient pribrity of operation by the scan-to-
scan processor executive, that all required blocks will be available by the
time they are needed by target list ﬁpdate (see Section i-5 for discussion of
the timing of these activities). There is no need, however, for transaction
preparation to send a completion notice to channel control, since target list
update will take whatever blocks are available when it is enabled, and any
blocks which are entered in the transaction buffer late (through some error
vvvvvv up in time _g'r the next DABS period by target list
update. At worst, only a portion of the period of visibility of a target would

be lost in this case. A flowchart of the transaction preparation algorithm

appears in Section III-14.
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III-5. Updating the Active Target List
Target list update is the simplest of the three channel management
subfunctions described in this report, The responsibilities of this sub-
function are:
1) Transfer of the new target transaction blocks from the
transaction buffer to the channel management processor.
2) Merging of the new blocks into the active target list, maintaining
the range-ordered character of the list.
3) Release of the blocks of completed targets from the active
target list, thereby forming a released target list.
4) Updating of certain fields in the active target list header
and also in the target records of transaction blocks remain-
ing on the list.
The active target list itself is the central file used by channel management,
and its nature and purpose have already been discussed in Sections II-2 and IiI-3.
Target list update is activated by channel control in advance of each
DABS period. Itg first task is to transfer any new target transaction blocks
which it finds in the transaction buffer to the channel management processor
for merging into the active target list. Nothing more can be said at fhis
point regarding the data transfer itself, since further details obviously '
dePend upon the specific configuration of processors and memories used to
implement the DABS sensor,

The active target list has already been described as a linked list of

target transaction blocks, The three remaining tasks of target list update
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can be accomplished in a single pass through the list, and it will be assumed
that the subfunction is implemented this wa_-y-,' even though the tas
described separately here. A flowchart will be found in Section III-14.

The list is .approximately ordered, using range delay as a key para-
meter, according to the following rule (see also Reference 1), Let Dl and

D, be the range delays of two targets, Tll and TZ' If

.
1 adju 1terna

ustable internal system parameter, then T_1 must follow

T., on the active target list, If

D, <D, - 4d,
< i :

then T., must follow '1“1 . If

2
|

|p, - D,| =4
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the order is immaterial. If the "mismatch parameter,' d, were set to

g value of range delay would result.
The purpose of allowing the mismatch is to speed up the process of updating
and reordering the active target list and the most effective way to achieve
this end is to mask an appropriate number of low-order range delay bits

and perform rigorous ordering on the result, using the '"bubble sort"
technique which stops as soon as the desired order is established.

It should be clear that target transaction blocks can be deleted from

21 . I, Lo

the list {(as when

ordering of the remaining list. New target transaction blocks can easily
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be merged into the list in a single pass if the set of new blocks is first
ordered according to the same rules, and it is also assumed that this will

be done, At a later stage of system design it may become obvious that the

computatio ne saved by using an
cost in channel time (see Section II-6 ), and the value of d may be set to zero.

When activated, target list update is provided with a cutoff azimuth
(see Section I-5 ). Any target whose last likely azimuth is smaller than the
cutoff azimuth is assumed to have fallen behind the beam, and will be

removed from the active target list. Last likely azimuth is initially computed

by surveillance processing and copied into the target record by transaction
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prepa.ration. As soon as the target's azimuth is measured, then
is entered into the last likely azimuth field by transaction update, so that
targets will be removed at the appropriate time,

Targets are also removed from the list if there is no further busiﬁess
pending, and this case is recognized by the setting of the target completion
bit to "1" in the target record. This is done by transaction update, and the
targets are removed by target list update.

Target transaction blocks removed from the active target list for
either of the reasons just described are linked together (in any order) to
form the '"released target list' for the current DABS period. The target |
transaction blocks of released targets contain information useful to the sub-
sequent operation of surveillance and data link processing, including pointers
to tﬁe locations of actual replies. Again, the details of storage allocation

and the transfer of both replies and the blocks of the released target list are

implementation-dependent, hence, no further discussion will be given here,
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The remaining task of target list update involves the target records
and the active target list header., In <.:ertain cases, the target completion
bit of a target record will be set to '"1" (i.e., complete), while either range
completion or azimuth comple
case, target list update must reset the target completio.n bit to "0', and
the target must not be removed from the active target list. This action is
part of the regulation of reinterrogations to targets for which range or
azimuth has not yet been obtained, and it is discussed below,

The active target list header fields which are updated by target list
update are the channel time estimate sums, the first target range delay,
and the uplink ELM indicators. Channel time sums are the totals of the
channel time estimates of priority, synchronized and normal transactions.
Their use in allocation is described in Section II-4. As targets are added
and deleted from the list, the values of the appropriate sums are increased
or decreased by the amounts contained in the corresponding target record
channel time fields. The range delay of the first target on the list is also
used during the allocation computation and this is easily updated, if

necessary, as the active target list is processed.

In the preparation of the schedule precursor, by roll-call scheduling
(Section 1I-5), use is made of pointers to uplink ELM transaction records,
as well as segment counts and channel time estimates, and these must be
updated ‘by target list update. The pointers may be linked together in the
order in v:'rhich uplink ELM transactions are added to the list, which will

result in a first-come, first-served type of service for uplink ELM's,
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An alternative is to keep the pointers in the same ordér as the transactions
to which they correspond., For each upiink ELM, a segment count (equal to
the 'length' field of the transaction record) is provided, with the intention of
speeding the allocation task. The channel time estimate is the amount of
channel time that would be required to deliver the entire uplink ELM. If

there are N segments, this channel time is equal to
(N - 1) 800+ CTSL: ,

in range units, where CTSL is the usual channel time estimate for a trans-
action involving a long reply. The basis of this estimation is given in

Section II-5 in connection with precursor preparation.

I11I-6, Reply Transfer and Reply Appraisal'

The transaction update subfunction of channel management consists of
a number of small tasks, which are individually described in Sectior_ls III-6 through
III-13. The intention of this approach is to facilitate the tracing of individual
threads and protocols through the system. To this end, certain actions of trans-
action preparation and target list update are described or repeated here when-
ever an individual logical thread involves the coordi.ﬁated action of these three
subfunctions.

The first step for transaction update is to "acquire'' the replies and
examine them in a general way, before the more detailed businegs of trans-
action update can begin, Transaction update is enabled by channel control, as
soon as roll-call scheduling is finished., Channel control also enables the trans-

fer of reply data blecks, which are the outputs of the DABS reply processor,
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from the hardware to the channel management processor, by issuing what
amounts to a '"read' command, This command enables a block data transfer
of reply data blocks, as the replies arrive and are processed by the DABS
reply processor. The reply processor is given a starting location in a storage
ares accessible to channel management and it initiates the transfer of each
reply data block as the block is formulated.

When transaction update is enabled, some reply data blocks may already
have been ‘gransferred to the reply storage area. If not, transaction update
will await their arrival, Transaction update begins by threading through the
active target list, passing over all but qualified, i.e., actually scheduled,
transactions (see Section II-4 for a discussion of qualification rules and qualifi-
cation indicators), For each transaction that was scheduled, a pointer to the
location in storage of the corresponding reply data block is appended to the
transacﬁon record. Even if no reply is received, a reply data block will be
prepared and transferred by the DABS reply processor.

Reply data blocks must be accessed by the functions implemented in
the scan-to-scan processor, as well as by channel management, If reply data
block images must be stored in two storage areas for this purpose, then only
a pointer to the location used by the scan-to-scan functions needs to be added,
since transaction update examines replies only once, and it determines their
location from the starting address assigned by channel control. This starting
address must accompany the enabling command to transaction update.

The treatment of reply data block transfer described here differs in

detail from that implied by a literal interpretation of the specifications of
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Reference 1. The logical operation of transaction update, however, is
unchanged.
The reply data block format is given in Reference 1. The information
fields are as follows:
1) Control (1 byte)
2) Monopulse estimate {1 byte)

3) Antenna boresight azimuth (2 bytes)

4) Range Correction (2 bytes)

5) DABS reply bits (4 bytes for short reply,
(except address) 11 bytes for long reply)

6) Time of Day (3 bytes)

The control byte contains a three-bit "type' field, which will always indicate
either a short or long DABS reply, depending on which reply length was
requested by the interrogation. It also contains a two-bit "failure field"
which distinguishes among the following four possibilities:
1} Valid reply:- a reply with no uncorrectable decoding errors
and containing a monopulse measurement,
2) No azimuth:- a reply with no uncorrectabl e decoding errors,
but lacking a monopulse estimate, '
3) Invalid:- a reply with an uncorrectable decoding error,
4) No reply:- no reply preamble was detected.
The other fields are more fully defined in later Sections, except for time of

day, a coarsely quantized measurement time which is not used by channel

management.
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"Valid'" replies and "no azimuth" replies are subjected to a further
screening step by transaction update, called conformance testing. It will be
appreciated that the nature of any reply, i.e., ﬁhether it is a surveillance,
Comm-B or Comm-D reply, whether it is synchronized or unsynchronized,
contains altitude or ATCRBS identity, etc., is completely controlled by the
interrogation itself, Conformance testing is simply a check to be sure that
the reply bas all the expected characteristics. If the reply fails this test,
the interrogation will be repeated, and the performance monitoring function
will be informed. Presumably, such a failure will be due to a fault in the
transponder,

The DARBS reply processor is told which reply length to expect, and
will not accept 2 reply of the wrong length because it will certainly find an
uncorrectable decoding error. The reply processor, however, will accept
any reply of the proper length which decodes properly, Transaction update
makes whichever of the following tests is appropriate, based on information
contained in the transaction record:

1) The S-bit must be "0'" in an unsynchronized surveillance
reply, and '"1" in a synchronized surveillance reply.

2) If ATCRBS identity was requested, the AT bit must be 1",
otherwise "'0",

3) Surveillance replies must have F = "0" and L = "0,

4) Comm-B replies must have F = '"0", L = "1, and § = "'0'\,

5) Comm-D replies must have F = ""l""and L = "1,

6) A Comm-D reply to an uplink ELM transaction (not a clear

command) must have K = '"1",
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7) A Comm-D reply in a downlink ELM transaction (not a

clear command) must have K = ""0",
Replies which pass the conformance test are called "accepted replies, "

and only these are subjected fo further processing by transaction update, as
detailed in the Sections below.

"Not accepted" replies consist of replies which failed the conformance
test and invalid replies. Transaction update takes no further action for these
replies (with one exception) replacing the reply storage pointer with an in-

dication of non-acceptance and leaving the current transaction indicator

i +n
te be

IR I, . | — - y P ) R -
untOUCHGQ, 50 that the trar ermmain repeated at the next

opportunity. The exception is the case of a synchronized reply, in which
the receipt of a reply, even if it is not accepted, is presumed to verify the
successful reception of the synchronized interrogation. No information is
extracted from such a reply, but the current transaction indicator is
moved on to the next transaction fecord in the target transaction block, If
no further transactions remain, the procedure is the same as that which

follows the successful receipt of a reply to the las

ot
[l
Ix]

action block, as explained in the Sections to follow.

If no reply is reported by the DABS reply processor, the reply is
assumed to be missing, although it could have arrived outside the preamble
detection window included in the original reply control command. The reply
storage pointer should make a suitable indication for a missing reply. The
screening and classification of replies, referred to as reply appraisal in

connection with transaction update, are illusirated schematically in Figure 22.
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If a reply is declared missing, and the corresponding transaction was
" not the surveillance transaction for the target in question, then no further
action is taken by transaction update. The effect will be the same as with a
non-accepted unsynchronized reply, and the transaction will remain to be
repeated. Missing synchronized replies are also repeated. If the missing
reply was part of a surveillance transaction, then a special protocol is
followed, as discussed in the remainder of this Section.

If a reply is missing in a surveillance transaction, which will contain
the first interrogation of the current scan for that target, it could mean either
a link failure or a premature interrogation, due to a large estimate of azimuth
prediction uncertainty, Because of the first possibility, the sensor will |
increase the transmitter power on subsequent interrogation attempts, and
because of the second possibility, the number of attempts in any one DABS
period will be limited.

Two power levels are used in thé DABS ground transmitter: 100 watts
and 800 watts. As mentioned before, the use of high power is inhibited al-
together for close-in targets., All targets are interrogated at low power first,
but are reinterrogated at high power after the first failure, unless they are
designated as close-in targets., Non-responding targets are given a fixedl
number of attempts in a single DABS period, the total value being an adjustable
internal system parameter. The '"remaining tries'' field in the target record
is initialized to the value '"NTRY' (nominally equal to two) by transaction
update., After a failure, this field is read by transaction update and a repeat

transaction is allowed if ""remaining tries'' is not zero. !""Remaining tries'
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is then reduced by one, so that an initial value of two corresponds to a total of
three tries per DABS period, In addition, a 'high power flag'' is set to Yon''
for this target, so that the following interrogations can be made at the high
transmitter power. A special bit for this pur pose is not identified in the
target record, since it is not set by transaction preparation, but the flag
generated by transaction update must be available to roll-call scheduling, |
and the target record (or an extension of it) would be the logical place for it.
As pointed out in Section‘- II-3, the high power flag is a request nota command
for high power, and it will be carried out by roll-call scheduling only if
sufficient time has elapsed since the last use of high power, to prevent over-
loading the high power transmitter,

The process is repeated in subsequent DABS periods, beginning againb
with low power. The reason for the reversion to low power is the presumption
that premature interrogation was the cause of the failure. This mechanism
is implemented in the following way. When transaction update encounters a
missing reply and the "remaining tries" field indicates zer.o, then the target
completion bit is set to '"1'" (i.e., "complete'') to inhibit the inclusion of that
target in any further schedules of the current DABS period. The range com-
pletion indicator remains set to "0" (i.e., incomplete'}, Transaction update.
will also reset the high power flag to "off' and reset ''remaining tries' to
NTRY, so that everything is ready for the next DABS period.

The special combination: target completion = ""1", range completion =
1gM, is recognized by target list update when it processes the active target
list at the end of the DABS period. Target list update then completes the

procedure by resetting the target completion bit to nor,
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The action of transaction update has now been fully described in the
cases of missing or non-accepted replies, The further processing of accepted

replies will be found in the remaining Sections.

IIi-7. Range Completion and the Altitude Echo

The expression "'range completion'' refers to the successful measure-
ment of target range, and, so far as channel management is concerned, it is
synonomous with the success of the surveillance transa.ctic;n. Whenever a
reply preamble is detected, a range measurement is poésible, but the surveil-
lance transaction will not be accepted by transaction update unless the reply
also decodes properly. The range measgurement made from the surveillance
transaction (or any subsequent accepted reply) may therefore be assigned
with very high confidence to the target which was interrogated. Since the
gurveillance transaction always requests altitude in the reply, the first success-
ful determinations of range and altitude, in the current scan, are obtained from
the same reply.

Channel management is satisfied that a range measurement for the
target has been made when the surveillance transaction is completed, and
this transaction will be repeated until an accepted reply is received or else
the target drops behind the beam. Surveillance processing, however, will

examine all the replies, and exercise selection rules of its own to obtain a

position update,

As emphasized else

range delay, which equals the two-way propagation delay, including transponder

reply delay, corresponding to the minimum likely value of target range.
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Preamble detection is enabled in the DABS reply processor at a time
corresponding to the expected time of arrival of the reply, based on this
propagation delay., The time interval from the opening of the preamble
detection window to the actual arrival of the leading edge of the first reply
pulse is called the range correction for this reply. Itis the value of range
correction which is included in each reply data block for a DABS target
(ATCRBS reply data blocks report range in a different way). By adding the
range correction to the original range delay, the actual propagation delay is
found and hence true slant range can be measured, as discussed in Section
I1-6.

Once it is satisfied that the surveillance transaction was successful,
channel management has no need to determine range itself. However, if the target
is flagged for synchronous service, then a synchronized transaction will have
been prepared, and the timing of the corresponding synchronized interrogation
will make use of the range correction accompanying the surveillance transaction
reply. The way in which range correction is used in these interrogations is
fully explained in Section II-7. In order to make this quantity available to
roll-call scheduling, when it is needed later during the scheduling process,
transaction update will copy the range correction from the surveillance trans-
action reply data block into the target record of the target transaction block.
The range correction field was introduced into the target record, even though

it is not given a value by transaction preparation.
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The synchronized interrogation is also used as a vehicle for the delivery
of the altitude echo (ALEC), since the sets of aircraft designated for sychron-
ous service and for ALEC service coincide. ALEC is a 12-bit field, which is
preceded by the field "0000", to occupy the 16-bit special data (SD) field of

the synchronized interrogation. In any other interrogation, the first four

display of the following 12 bits in the airborne ALKC display.

The altitude echo, as displayed to the pilot, allows him to verify that
the aircraft's reported altitude agrees with that indicated by his direct-reading
altimeter (see Reference 2 for further details). Since the altitude reported in
any DABS reply is uncorrected for local barometric pressure, this corréction
must be made (for aircraft below 18, 000 feet, MSL) to the reported altitude
ormulated, The altitude displaved in the cockpit will be

before ALEC i

A S

put
n

corrected for barometric pressure (when appropriate) by means of an alti-
meter setting, provided to the pilot by ATC. Equivalent information is to be
sent from ATC facilities to DABS sensors to enable the required corrections
for ALEC, The pressure data will presumably be regionalized in some way,
and converted into a sét of values, corresponding to map grid points, by

network management within the DABS sensor.

per scan, against the aforementioned grid, and copies the appropriate value
into the surveillance file of the target. The correction, called AL'TCOR, is
copied again into the 8-bit altitude pressure correction field in the target

record, when the latter is formulated by transaction preparation. The final
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step in this chain occurs when transaction update combines the reported
altitude, obtained from the surveillance transaction reply data block, with
the altitude pressure correction from the target record to form the desired

”o_ - T = 201 . T

value of ALLEC. A specific field for ALEC has not been specified in the target
record (in Reference 1), but an extension of that record should be used by
transaction update to make ALEC available to roll-call scheduling, in analogy
to the provision of high power flags, when they are required.

It remains to discuss the coding of the quantities involved in the ALEC
computation. Reported altitude represents aircraft pressure altitude, digi-
tally encoded in the same format used for a standard ATCRBS Mode C reply.
When decoded, the result expresses altitude in 100-ft. increments, The
altitude pressure correctionlprovided by network management is a quantity
to be added algebraically to reported altitude, in order to make an approximate
correction for the effect of local barometric fluctuations. ALTCOR is ex-
pressed in a special 8-bit BCD field, which uses one bit for sign, three bits
to express thousands and four bits to express hundreds of feet of correction,
ALEC is the sum of these quantities, expressed in another modified - BCD
code of 12 bits, as follows:

1) Bits 0-3 represent the decimal integers 0-12, corresponding
)

increments of altitude, through 120, 000 ft.

to 10, 000-ft. in men

2) Bits 4-7 represent the decimal integers 0-9, corresponding
to 1000-ft. increments of altitude,

3) Bits 8-11 represent the decimal integers 0-9, corresponding

to 100-ft. increments of altitude.
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The required computation is probably best accomplished in BCD arithmetic,
with reported altitude being decoded directly into BCD, and proper account

being taken of the sign representation in ALTCOR.

III-8. Azimuth Completion
Unlike range, an azimuth measurement is not automatically possible
with every accepted reply. An off-boresigfzt azimuth signal is measured,
using amplitude-comparison monopulse, on each bit of a DABS reply by the
reply processor, but only those measurements made on high-confidence bits
are used to form the final value (see Reference 1 for details). If an insuffi-
cient number of high confidence bits is found, no monopulse estimate will
be found in the reply data block, This is the "no azimuth'' case mentioned
in Section III-6. The azimuth completion bit in the target record is initially
set to '"0" and is unchanged until a valid reply (i.e., a reply with a monopulse
estimate) is received. Each valid reply is examined and subjected to certain
tests, described below, which either leave the completion bit unchanged or
set it to '"1'", Once the completion bit is set to 1", no further azimuth pro-
cessing takes place by channel management. As with range and altitude, sur-
veillance processing examines all replies in order to extract a position update,
using criteria different from those of channel management. .
In order to explain the selection rules used by transaction update,
with regard to azimuth, it is necessary to discuss the mechanism of azimuth
mea surement briefly, Further details may be found in Reference 1. The

DABS antenna subsystem forms two beams (sum and difference beams) from

which a signal is derived which depends in a unique way on the azimuth of
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the target relative to the antenna boresight direction at the time. This
""monopulse signal' is eventually digitized to produce an 8-bit number, con-
tained in the DABS reply data block in the ''monopulse estimate' field, At

the time of reply detection, the reply processor also samples the reading of

the antenna shaft encoder, entering the value in the 14-bit field, '"antenna
boresight azimuth. ' The latter field represents the boresight pointing direction
in "azimuth units" (1 azimuth unit is approximately equal to 0. 0220).

In order to convert the 8-bit monopulse estimate into a target azimuth
angle relative to boresight, a calibration table is maintained, called the off-
boresight azimuth lookup table, or ''lookup table' for brevity. The table is
entered with monopulse estimate and returns a signed 16 -bit word represent-
ing off-boresight azimuth in azimuth units. The table is maintained, and
occasionally changed, by performance monitoring, on the basis of measure-
ments on special transponders installed for the purpose. Normally, a mono-
pulse estimate value of about 128 (the mid -point value) will correspond to a
zero value of off-boresight azimuth, However, small variations are expected
to occur which can be corrected by adding a quantity called the 'table offset
value' to the monopulse estimate, before entering the lookup table. The table
offset value is also maintained by performance monitoring. As in Reference
1, the sum of the monopulse estimate, contained in a valid reply, and the
current value of the table offset value will be denoted by SIG.

When processing the azimuth information of a valid reply from a target
whose azirlnuth completion has not yet been established, transaction update

compares the value of SIG with two parameters, MBL and MBH, which
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represent the lower and upper limits of the useable portion of beam (for
monopulse purposes) in the same units as SIG. These parameters are adjust-
able internal system parameters. High values of SIG correspond to positions
to the right (i.e., clockwise} of boreéight, hence the corresponding targets are
still in the leading half of the beam. Targets will respond with successively
lower values of SIG as the beam scans past and eventually be‘yond them,

If the value of SIG, for the given reply, lies between the values of the

parameters, i.e.,
MBL = SIG = MBH ,

then the monopulse measurement will be accepted by channel management and
an off-boresight azimuth will be determined by reference to the lookup table.
Moreover, the azimuth completion bit will be set to 1", and the off-boresight
azimuth added (algebraically) to the antenna boresight azimuth (right-jﬁstified
in a 16-bit word) to produce the actual target azimuth. Finally, this azimuth
is placed in the aircraft's target record, overwriting the previous contents

of the last likely azimuth field. It will be recalled that last likely azimuth is
used by target list update to sense the passage of a target behind the antenna
bearn,

if SIG is smaller than MBL, i.e.,

SIG < MBL ,

i

then the target is out of the useable portion of the beam and falling further be-
hind. In this case there is no hope of obtaining an azimuth measurement in

the current scan, as none has yet been made, hence azimuth completion is set
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to '""1" to inhibit further attempts. Also, to insure that the target will be re-
moved from the active target list upon the next update of that list, a ficti-
tious target azimuth is computed and entered in the last likely azimuth field.
The fictitious value is obtained by setting off-boresight azimufh equal to a
negative value representing at least the trailing -edge half beamwidth point.
The value usedK is a system parameter which must be set in conjunction with
the rule for computing cutoff azimuth (Section I-5) to force the removal of
the target by target list update,

The remaining case,
SIG > MBH ,

represents an early acquisition of the target, with respect to antenna boresight.
To obtain a better measurement, further interrogation of this target is deferred
until the next DABS period, since it is expected that the antenna will scan
through only a fraction (e.g., one-fourth) of its beamwidth from the start of
one DABS period to the start of the next, To implemént the delay, azimuth
completion is unchanged but target completion is set to '"1", This inhibits
further scheduling until target list update, recognizing the combination:
azimuth completion = "'0'"", target completion = '""1", resets targét completion .
to '"0''. The situation is analogous to the management of range completion
for targets not responding to the surveillance transaction interrogation,

The 6n1y case not yet mentioned is the one in which all planned and
dynamica;lly prepared transactions are executed and an acceptable azimuth

has not yet been obtained. The advance of the current transaction indicator

will reveal that no more transaction records exist, but the azimuth completion
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bit is still "0". In an attempt to measure azimuth, a new transaction record
is prepared, in a manner analogous to the dynamic 'preparatioxi of transaction

records described in Sections II-9 and II-1
tor will be set to the new transaction and, if an acceptable azimuth is not then
obtained, the process will be repeated until the target is removed from the
active target list, on the basis of its original last likely azimuth,

The new transaction record is the simplest possible kind. It isa
standard transaction, using an unsynchronized surveillance interrogation paired
with a surveillance reply (unsynchronized, of course). Thus, the interrogation
bits F, L, S and RL are all set to 0", and IT is set to "1, Further, al
is requested (AI='"0") and MSRC, CP and CB are arbitrarily set to "0", The

ockout fields, DL and AL, are copied from the record of the last transaction

=

executed.

1I-9. ATCRBS Identity Request Protocol
The ATCRBS identity of 2 DABS-equipped aircraft will be assigned by
ATC in the same way that it is assigned for an aircraft equipped only with an
ATCRBS transponder. When not locked out to interrogations by ATCRBS
interrogators, the DABS transponder will reply to Mode A ATCRBS interrq-
gations with this assigned identity code. Discretely-~addressed DABS interro-
gations will normally elicit replies containing altitude, coded in a 12-bit
Provision has been made,

however, to allow altitude to be replaced by the 12-bit ATCRBS identity code

in a DABS reply, under ground interrogator control. The AI bit of an
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unsynchronized surveillance or Comm-A interrogation controls the contents
of altitude /identity field in the corresponding reply, and the significance of
this field is identified in the reply itself by a bit, also denoted AL, In either
context, Al= '""0" gignifies altitude, while ""1" denotes ATCRBS identity,
Under ordinary circumstances, ATC can ask a DABS sensor to
request and report the ATCRBS identity of a particular target, presumably
to confirm or establish a correlation between that identity and other target
identifiers, such as DABS address. Such a request from ATC will result in
the setting of an ATCRBS identity request bit (also called AI) in the target's
surveillance file record, from which it is copied into the target record when
one is next generated by transaction preparation., As explained in Section IIT.4,
transaction preparation will then proceed to formulate an "A-transaction, "

specifying an unsynchronized interrogation with Al set to "'1', This trans-

action record will follow the surveillance transaction record, so that the

been obtained. The A-transaction, when present, is designated priority. Any
further standard unsynchronized transactions prepared for the tarlget trans-
action block will specify AI = "0'" in the interrogations.

After transaction preparation inserts an A-transaction in the target .
transaction block, it then resets to '""0" the ATCRBS identity request bit in

the target record. This step is necessary, since the AI bit in the target

for permiésion to downlink ATCRBS identity, as explained in the following

discussion.

[S]
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Aside from voice radio, the main channel available to the pilot for
reporting emergencies is the ATCRBS identity report. The standard codes
"77XX" {emergency) and "76XX" (radio failure) may be supplemented by
other code assignments to provide a dedicated channel with a small vocabulary
for emergency purposes.

To initiate the transfer of an emergency code of this kind, the pilot
must take either of two actions which will result in the setting of the A bit
to ""1'" {instead of its normal value of ''0'") in subsequent surveillance or

Comm-B replies. The actions are:

1) Setting either "77XX' or "76XX" into the ATCRBS code wheels
will set the A bit, which will remain set until the ATCRBS
code is changed.

2) Pushing the "alert button' on the DABS transponder control panel
will directly set the A bit (regardless of the current ATCRBS
code). In this case, the A bit will be reset to '"0" as soon as
the transponder decodes and accepts an interrogation requesting
ATCRBS identity.

In any case, an alert light will be displayed to the pilot as long as the trans-
ponder is conditioned to put A = ""1" in appropriate replies. |

Transaction update checks every non-ELM reply for a pilot request

to downlink ATCRBS identity. On finding A = "1" in such a reply, a further
test is made to see if the AI bit in the target record is set to '"'0'". If the

target record bit is 0", and only then, transaction update will arrange for

an interrogation to the target requesting ATCRBS identity. This process is
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described as the "dy'nafnic preparation'’ of an A-transaction, and whenever it
occurs, the target record Al bit is changed to "1, The setting of AI to "1"
in the target record then inhibits further response to a pilot-initiated ATCRBS
identity request in the current scan. Delivery of the interrogation of a
dynamically prepared A-transaction will itself turn off the pilot's request,

if made by means of the alert button, as in case 2) above. In case 1),

if the ATCRBS code wheels remain set as deécribed, replies will continue

to have A = ""1", perhaps for a duration of many scans. In each of these
scans the A bit will be sensed in the surveillance transaction reply and an

A -transaction will be prepared which will be executed next, and presumably
transfer ATCRBS identity in the reply. For the rest of the scan (i, e., while
the target remains in the beam), the A bit will be ignored.

To prepare an A -transaction, transaction update checks the next
transaction record after the current transaction in the target transaction block.
If there is another transaction, and if it contains an unsynchronized surveil-
lance or Comm-A interrogation, the Al bit is simply set to "1'" in this (and
only this) transaction record (it could already be "1", if ATC had made a
similar request). If a transaction cannot be modified in this way, a new
transaction record will be prepared and inserted before any others already .
present in the transaction block. The new transaction will be of the un-
synchronized, priority, standard type, pairing a surveillance interrogation
with a surveillance reply. The interrogation bit settings are exactly the
same as those listed at the end of the preceding Section (for extra interro-

gations attempting to measure azimuth), except that Al will be set to "'1'".
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If the attempt to obtain ATCRBS identity is unsuccessful, regardless
of the source of the original request, the sensor will try again on the next
scan., To assure this, data link processing tests for this case, and sets
AI = "1" in the surveillance file record of the target if an unfilled request
has occurred. It is because of this possibility that channel management

always gives A-transactions priority status.

III-10, The Pilot Button Channel Protocol
Whenever an acceptable reply is received to an interrogation which
contained a Comm-A mes sage, it isassumed that the message was
received by the transponder and delivered to the appropriate on-board device
for display (the device address is internal to the MA message field). The
reply itself constitutes a "technical acknowledgment' that the link and its
terminal equipment has functioned properly. In some cases it is important
for the ground to know that the pilot has actually been made aware of the
message and to obtain from him a definite responée in acknowledgment. A
particular bit within the MA field, called AR, is dedicated to this function,
and any Comm-A message which arrives at the transponder with the internal
AR bit set (to "1") is understood to demand a pilot-generated acknowledgment,
Only Comm-A messages have this property (see Reference 2 for details on
the internal structure of the MA rhessage field),
The DABS transponder itself provides the pilot with a ''pilot button™
for the acknowledgment of messages arriving with AR = "1", This 'button”
is capable of generating any of three messages, ''yes" (will comply), 'no’

(cannot comply), and ''test', a special-purpose input not used in response to
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an acknowledgment request. The state of the pilot button controls the two-bit
PBUT field, present in all surveillance and Comm-B replies. The coding

for PBUT is as follows: _ | . ;

1) oo™ ‘ Inactive . | .
2) "o1" Cannot comply

3) "lo"” Will comply

4) "11" Request test transmission

The normal state of the pilot button is inactive, with "'00" in the
PBUT field of all appropriate replies. As soon as the transponder decodes a
Comm-A interrogation which requests pilot acknowledgment, the PBUT field
is cleared of any previous.setting, so that PBUT will read '""00'" in the immediate
reply, and after a one-second delay, a light on the pilot button will convey
the request to the pilot. After reacting to the uplink message, the pilot will
push either "yes'" or 'no', which will cause the corresponding code to be
entered into the PBUT field of subsequent surveillance and Comm-B replies.

The pilot's acknowledgment is thus downlinked as soon as the transponder

receives an appropriate interrogation,

processor, or with any ATC facility served by the sensor. It will be observed
that the pilot button channel for acknowledgment contains no identifier of the |
message being acknowledged, and that the pilot's response will be found in
replies by sensors other than the sensor that uplinked the original message.
For this. reason each sensor Broadcasts the PBUT field vailue, if "0l1" or 'M1O",
to all ATC and IPC facilities with which it communicates. The special PBUT =

PSR, DI, [ —~ A TMADG 2.3 £
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Because of the possibility of downlink failure, the PBUT field cannot
be reset to '"00" by the transponder after a reply is transmitted containing a
pilot acknowledgment, Instead, the ground must clear this field deliberately,
and this is the function of the "clear PBUT" bit, CP, present in surveillance
and Comm-A interrogations. This clearing action will be undertaken by any
sensor, on its own initiative, after receipt of a '"non-zero' PBUT vaiue. If
the pilot pushes ''test' for reasons of his own (and not discussed here), any
sensor noting this value will generate a special ''test request' report, send it
to the local IPC facility, and attempt to clear the PBUT field in the transponder.

In order to '"clear PBUT", which becomes the responsibility of trans-

action update, it is only necessary to set CP = 1! jn a suitable interrogation of

a pending transaction. Any standard transaction will suffice, and if one or
more of these await execution in the current scan, the transaction record of
the first of these will be modified so that the CP bit will be "'1'" in the trans-
mitted interrogation. Only one transaction is modified, and if no standard
transaction is pending, no further action is taken by transaction update.

The rules of operation of transaction update are therefore very simple.
The resulting character of the pilot acknowledgment channel deserves some
further comment. At present, only messages addressed to the IPC display
are expécted to make use of the AR bit and the PBUT response channel. 01':her
messages may request and receive acknowledgment in other ways, using
Comm-B replies. At any one time, only one agency of control, either IPC
or ATC, should be in a position to issue commands to an aircraft which require

acknowledgment through the PBUT channel. It devolves upon this agency
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not to send a command before the receipt of acknowledgment to a previous
ared to deal with Dossiblé ambiguity regarding
the non-specific pilot acknowledgments, The possibility of ambiguity is mini-
mized by several features of the design, including the following:
1) Receipt of a message requesting acknowledgment clears out
any old PBUT message, thus ending the generation of ''old"

responses, even if they have not been successfully downlinked.

2) A new message will not light up the pilot button immediately, but a
built-in delay of a
is armed, i,e., responsive to new input.

3) One or more sensors will be interrogating each aircraft, and
at least one sensor will provide multiple interrogations each
scan. Thus PBUT, once set by the pilot, should find its way to
the ground within a2 scan time,

4) Sensors are required to send output messages, such as the pilot
button message, within a fraction of a scan o
a reply, hence the overall channel from pilot to original source
should respond promptly.

5) The automatic clearing of PBUT by the sensor will usually result
in almost immediate resetting by the sensor which reads the "nont
zero'' PBUT in a surveillance transaction reply, and clears the

field in the ensuing synchronized transaction.
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6) Ifa sens§r reports PBUT but fails to deliver the clear PBUT
message in the same scan, the sensor does not remember its
failure and place CP = "1" in the first interrogation of the next
scan. With several sensors operating independently, and with
a string of commands being issued relatively rapidly, such
behavior could result in the clearing of an unread PBUT response,
If PBUT is not cleared by another sensor, the non-zero value will

be sensed next scan and another attempt made to clear it,

III-11. The Comm-B Channel

The DABS transponder provides a data link between the ground and
a number of on-board devices, through the on board 'wire link!. At least
three classes of on-board devices are expected to be employed: displays for
the pilot, pilot-message input devices, and on-board sensors. Displays, such
ag the IPC display, are controlled from the ground by means of Comm-A
messages. The display device address is contained within the Comm-A message
field (MA) itself, and a sequence of Comm-A interrogations may be employed
to convey a longer (intermediate-length) message. The direct dual of the single -
segment Comm-A uplink message is the ground initiated Comm-B message
request, which is used to read out an on-board sensor. 'Ihe pilot need not be aware
of this activity, and the desired device is addressed by means of the MSRCI
code included in the interrogation itself. This type of Comm-B message is,
like the single-segment Comm-A message, complete in a single transaction.
In either case, the reply constitutes technical acknowledgment of the message

or message request contained in the interrogation and, in the latter case, it

also includes the desired message.
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In the third category, the Comm-B format is used to transfer the
contents of a pilot-activated message input device. This use of the Comm-B
reply is referred to here as the "Comm-B channel, " and it employs a protocol
distinct from the simple procedure which suffices for the other devices. The
reason a more elaborate protocol is needed is that the pilot initiates the
message, while the ground retains full control of the link, There is no way
the pilot can independently and directly address the ground. Thus,_ the pilot
must first make the ground aware of his desire to send a message, since he
can neither send a reply without an interrogation, nor include his message in
a reply on his own initiative. A single bit, the B bit, is reserved in the
illance and Comm-B reply formats for this purpose. The pilot originates
a message on his input device and pushes an appropriate "gend" button. The
transponder reacts by setting B = ''1"" in subsequent replies of the types de-
scribed. The sensor must look for the setting of the B bit, recognize a new
downlink message request, and arrange to transfer the message. This task

is the responsibility of transaction update, whose operation is discussed below.

After the message is received, a third transaction is used to send a ''clear

=

pilot and his input device

" command, informin hat the exchange
is complete. This last step, which constitutes technical acknowledgment of
the message transfer, is accomplished by setting a special bit, C,B, to "1'i

in a later interrogation of the surveillance or Comm-A types.

Unlike the transfer of PBUT, only one sensor may exercise the pro-

tocol just outlined for any given aircraft at a particular time. That sensor

will be the one which, at the time in question, finds the primary bit set to nin
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n the surveillance file record of the corresponding target. The primary

bit is updated for each target on every .scan by network management, and
elaborate precautions are taken to avoid the possibility of a duplicate assign-
ment of primary sensors. The primary bit is copied into the target record
by transaction preparation, hence transaction update is always aware of the
current value of this indicator for any target it is processing.

If the primary bit is "0'' for some target, then the B bit in that tar-
and none of the Comm-B
protocol will be executed. If the primary bit is set for a given target, then
transaction update will check the B bit of any reply from that target and also
maintain the currency of a state variable called Comm-B state. Comm-B
state is represented by a two-bit field in the target record, which stands for
one of the three states:

1) Inactive

2)

.3) Clear pending
The Comm-B state variable is used by transaction update to keep track of
its progress through the three transactions involved in such a Comm-B ex-
change, and to prevent unnecessary repetition of its actions.. When the tar-
get has left the beam, the value of Comm-B state is copied into the target's
activé message list header by data link processing. On the next scan this
field is re-copied into the target record by tras
continuity and scan-to-scan memory for Comm-B channel activities., It is

possible and desirable to begin a scan with a clear Comm-B command, if the
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channel was left uncleared last scan, since no othér sensor is independently
trying to manage the message transfer, This feature contrasts the PBUT
protocol described in Section II-10, |

The normal Comm-B state is inactive. If, in this state, transaction
update detects B = ''1'" in a given reply, and the target's primary bit is set
to allow Comm-B activity, then a transaction record will be modified or
dynamically prepared to attempt to comply with the pilot's request in the
same scan, First, the Comm-B state is changed to ""Comm-B pending, "
which will inhibit any new reaction to B bit settings in future replies until
this message is received. Next, transaction update will search the target
transaction block for a pending standard, unsynchronized transaction with a
surveillance reply. If one of these is found, it is changed to specify a Comm-B

reply. The interrogation message bit RL is changed to "1, MSRC is set fo

10000" (source device is pilot's option), and the other transaction record

field es, Thus, transaction type will be

8 are mo . Thus ; 182 by

adjusted, channel time changed to the value used for long replies, and the

Comm-B entry indicator set to a special value, referred to as "PILOT',

to identify this Comm-B transaction (to data link processing) as a dynamic

response to a pilot requét. : |
If no suitable transaction record is found, transaction update will

generate one for the purpose, inserting it into the target transaction block

ending ELLM trans-

between the
action, if any. The new transaction will be of the unsynchronized standard

type, with corresponding values of transaction record fields, including

[
O
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normal priority. .The interrogation message bité include RI. = "1 and MSRC =
"0000", as before, the additional values F =L =S = Al = "0" and IT = "1",
while the lockout fields are copied from the record of the current transaction.
The CB bit must be "0, and CP is also set to 0",

If the Comm-B transaction provided in response to the B bit is not
successfully executed while the target is still within the beam, this fact will
be recognized by data link processing when it evaluates the replies. Data link
processing will then provide a Comm-B request, identified as pilot-initiated,
in the active message sublist. This request will be recognized, along with
ground requests for Comm-B message transfers, in the next scan. A ground
request will be distinguished by the presence of a non-zero MSRC code field,
which identifies the device in question. Pilot-initiated requests will have
MSRC = "0000", even if they are acquired by transaction preparation from the
active message lists. I;‘. should be noted that only one of these can be pending
at any one time,

Whenever a Comm-B reply is received, transaction update will
check the MSRC code that was included in the interrogation (retained in the
transaction record), If this code indicates a pilot-initiated exchange, and if
the sensor is presently primary for this aircraft, then transaction update will
proéeed_with the protocol, Comm-B state, which must have been "Comm-B
pending", is changed to "clear pending', and a clear Comm-B command is
prepared. The B bit in any reply from this target will continue to be ignored

until a clear command is delivered.

193



The clear Comm-
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"1 in an appropriate interrogation. Any surveillance or Comm-A interrogation

may be used, hence transaction update will search for a suitable transaction,

among those pending for the target, and change the corresponding CB bit to

111 in the first of these transactions only, If no suitable transaction is found,

none is dynamically prepared, In this case transaction preparation will

note the "clear pending" Comm-B state on the next scan, and set CB = pn

in the surveillance transaction £
If a transaction record is dynamically modified by transaction update

to include the clear Comm-B command, it will automatically be the next

pending transaction, since.only ELM transactions lack the CB bit, and these

are always placed after all standard transactions in the target transaction

block. Moreover, this relative placement is unchanged by the dynamic

addition of transactions under any of the rules discussed above.

The final step of the protocol occurs when a primary sensor receives
a reply to an interrogation which contained a clear Comm-B command, Upon
finding these conditions satisfied, transaction updat'e will change the Comm-B
state to inactive and the message transfer is complete. This reply, which
provides technical acknowledgment of the receipt of the clear command, can '
also have B = ""1", which indicates another Comm-B message request from
the same or another device. If this is the case, Comm-B state is changed

instead to Comm-B pending, and the protocol repeats, starting with the

attempt to transfer the new downlink message.
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When messages are transferred by means of the Comm-A and Comm-B
formats, each single message segment is treated as a compiete exchange, in-
cluding a technical acknowledgment. Even the so-called "intermediate length
message' is sent by means of a sequence of Comm-A interrogations, each |
of which must be successfully received by the transponder before the next
segment can be sent, Similarly, a pilot-initiated message could consist of

:
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ground and acknowledged (by a clear Comm-B command) before the request
for transfer of another segment can be sent to the ground.

For long messages, the ELM formats are used for_ greater efficiency
of transfer, Up to sixteen message segments are sent as part of a single
transaction, with a single technical acknowledgment of the group. If some
of the segments were not received successfully, a new transaction will be
executed and so on unti
is complete. If the message requires more than sixteen segments it is broken
up into l6-segment blocks, and each block is treated as a separate ELM.

Only the primary sensor executes the ELM protocol described.here’.
The details of the protocol differ somewhat, depending upon whether '
the transaction is an uplink or a downlink ELM. The interrogations of an up-
link ELM are all Comm-C. interrogations, of which three kinds are distin-
quished by their RTC codes, as follows:

1}y RTC = "00" - The first interrogation of the ELM, which

delivers a message segment, and initializes the transponder

for reception of the message. No reply is elicited.
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TC = "0l . Intermediate interrogations which deliver

2) R Y n 3
message segments, each identified by a segment number in the
SNC field. No replies are elicited,

3) RTC = "10" - Final interrogation of the transaction, which

delivers a message segment and elicits the only reply of the

transaction.

If the message contains M segments, they will be numbered 0 through M-1,
and arranged for deli
ending with segment 0), This procedure allows the transponder to determine
the expected number of segments by making use of the contents of the SNC
field of the initializing segment, The single reply is a Comm-D reply, with
bit K set to '"1", and containing 2 "cumulative technical acknowledgment'
(CTA) in the message field, MD, The first M bits of MD are used to acknow-

ledge receipt of the corresponding uplink segments. If message segment

U S o TPy Uy R Ry v, | . R o L2 24 a
umber 0 is received and successfully decoded, the first bit of the M
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will be set to ''1" in the reply (otherwise 0"}, and so on up to the Mth bit,
which corresponds to message segment M-1,

The final interrogation, together with the corresponding CTA reply,
is called the ''collector' transaction, and it is included in the main portion '

of a schedule by roll-call scheduling, The other interrogations form part of

the precursor, as discussed in Section II-5. Roll-call scheduling may not
schedule all of the intermediate interrogations (those with RTC = "01")
specified in the uplink ELM transaction record if channel time is inadequate.

However, if the transaction is scheduled at all, the collector will be included.
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The initializing segment always informs the transponder of the length of the
actual message, and clears the transponder CTA field.

Segments which are undelivered during the first transaction attempted
will be included in subsequent transactions, regardless of whether they were
transmitted but not received, or whether they simply were not sent for lack
of time. The responsibility of constructing these subsequent transactions
rests with transaction update, If the message is still incompletely delivered
when the target leaves the beam, data link processing will arrange for the
first attempt on the next scan, while transaction update will again handie
subsequent transactions.

When transaction update processes the Comm-D reply of an uplink
ELM transaction, it examines the first M bits of the MD field, where M is
the length of the ELM, contained in the transaction record, For every "l1"
in that subfield, transaction update makes an indication of completion of the
corresponding message segment, This is accomplished by setting a ''delivered"
indicator in an appropriate portion of the transaction record., Segments marked
ndelivered" will be ignored by subsequent operations of roll-call scheduling.
When all segments are delivered, the transaction is marked '"complete'!,
and it can then be removed from the ELM sublist by data link processing.
So long as the ELM remains incompletely delivered and unexpired, it remains
in the active message list with the original length, although some segments
are marked ''delivered'.

' If the initializing interrogation is not received and the transponder

replies to the collector, the CTA field in that reply will indicate all zeroes.
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This will be the result of a previous 'clear Com:'m-(l:'.' command, as discussed
below. In this case transaction update does nothing, leaving the transaction

a candidate for repetition. If the initializing segment and one or more others
are successfully received, these will be marked ndelivered' and not included

in subsequent transactions devoted to this ELM. Subsequent transactions of
this kind will contain no interrogation with the RTC code 00", When the

final segment is received, if others remain ﬁ.ndelivered the transaction record
will be modified by changing to '"10" the RTC code of the last {lowest-numbered)
remaining undelivered segment, which then becomes the collector in the next
transaction for this ELM,

When the message is either delivered or expired, the corresponding
entry will be removed from the ELM sublist by data link processing, which
will then formulate a clear Comm-C command, _addressed to this target, and
insert it ahead of any other ELM transactions on the sublist, Channel manage-
ment never generates clear Comm-C commands on its own initiative. As a result,
the most extensive uplink ELM activity that can take place in one scan is the
delivery of a clear Comm-C transaction and the subsequent delivery (with one
or more transactions) of a new uplink ELM, The clear Comm-C command
is a simple transaction pairing a single Comm-C interrogation with a. single
Comm-D reply. This interrogation also clears out the CTA field of the
transponder, setting all sixteen bits to "'0'. The contents of the reply to a
clear Comm-C command is arbitrary (the reply itself constitutes technical
acknowledgment of the command), hence transaction update has no processing

to carry out on this reply, limiting conformance testing to the F and L bits.
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Downlink ELLM transactions originate when the ELLM "'sent button' is push-

ed, setting the D bit to "1' in subsequen
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synchronized surveillance and Comm-B replies). If the sensor is primary,
data link processing (not channel management) responds by placing a downlink
ELM request in the active message list for the target. The number of seg-
ments in the pending message is contained in the DCOUNT field (four bits in
length) of the reply which had the D bit set.

The downlink ELM transaction consists of a single Comm-C interroga-
tion which elicits a string of Comm-D replies, each of which contains a message
segment, The interrogation, identified by RTC = "11", SNC = "0000", specifies
which downlink message segments are to make up the repiy string. This is
done by setting to "1'' one or more of the first sixteen bits of the interrogation
message field, MC, which correspond to message segments in this context.

The actual number of replies to be authorized is fixed by roll-call scheduling
on the basis of available channel time. In the original transaction record, as
generated by transaction preparation, the MC field will have as many titg

as there are segments in the downlink message request. When transaction
update examines the replies, it knows how many to expect because the number
scheduled has been preserved by roll-call scheduling. For each successfully
received reply, which contains its own message segment number in the SND
field, transaction update will change the corresponding MC bit to ''0" in the
transaction record and reduce the length field, in that record, by one. Roll-

call scheduling, next time it operates, will then see a request for a smaller

number of segments, each still identified by a ''1'" in the transaction record
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MC field. Note, that if all requested segments are not actually scheduled in
a given transaction, then the MC fields of the actual interrogation and the
transaction record will not agree. When all replies are received, after one

m the

or more scans, data link p ing will remove the transaction from
active message list and insert a ''clear Comm-D'' command for execution in
the next scan, in analogy to the close-out of an uplink ELM exchange.
Downlink ELM replies are sent in rapid succession by the transponder
and, since each is a long reply, an excessive number of these replies could
deplete the transponder power supply. To prevent this, channel management
must keep track of the number of downlink replies requested for each target
in each scan.
action update must check the accumulated number of replies against the

number requested, and truncate the latter if necessary to keep the total within

this constraint.

IlI-13. Transaction Block and Active Target List Header Update

The various tasks which make up the processing of accepted replies,
described in the six preceding Sections, are largely independent and insensitive
to order of execution. Hov&ever, if the PBUT protocol is exercised after the

reaction to the A and B bits, it will occasionally happen that a dynamically

inserted transaction can carrya ¢
dard transactions was available. In many cases a pending transaction can be
modified, or a new transaction added, to serve several functions simultaneously.

The final step in transaction update processing of a reply is the setting

of the current transaction indicator. If the transaction is to be repeated the
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indicator is unchanged. This includes the case of a failed surveillance trans-
action with no more remaining tries in the current DABS period. If the trans-

action is successful and another, perhaps just added dynamically, is pending,

then the current transaction ind
action. If all transactions have been completed, including any which may have
been added to obtain an azimuth measurement, then the target completion bit
will be set, and the target transaction block will soon be rémoved by target
list upda-te. In this case, of course, both range and azimuth completion will

also be indicated. In the special DABS schedule mode '"'synchronized, without

reply processing, "' there are no replies but transaction update proceeds as if

£111
Lille

18 wWere success
When transaction update has processed all replies, the active target
list will consist of the same target transaction blocks as before, but the blocks.
themselves will usually have been modified. Some blocks will Be unchanged
(when the old transaction is to be repeated), others will indicate a new pending
transaction and still others will indicate target completion. Therefore, from
the point of view of roll-call scheduling, which will next process the list (unless -
has chaun and the

the DABS period has ended) the active target list has changed,

header must therefore be updated. The processing involved here is identical
to that carried out in the same circumstance by target list update. Whene;rer
a target transaction block is modified, the channel time estimate sums must be
changed by subtracting the old channel time estimate and adaing in the new one,

if an-j. Uplink ELM pointers, length and channel time estimates are updated

in an obvious way, including the modification resulting from partial delivery
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of such an ELM, This header updating must be carried out even if the DABS
period has ended, since target list update will only modify the active target
list header in the case of additions and deletions of target transaction blocks.
It is expected that transaction update can accomplish both reply processing
and active target list header update in a single pass through the list, An
illustrative flowchart is given in the next Section.
III-14, Algorithms and Flowcharts
Transaction preparation is illustrated in the flowcharts of Figures
23 through 33. The first flowchart shows a version of the loop for fetching
new targets from the surveillance file. The algorithm is entered with a new
azimuth limit, 6 , and the last step is to save this value as 6 , .. The
new old
startup procedure is not shown, hence the algorithm always starts with the
two azimuths, @ and 6 , which define the boundaries of the required
old new
between-~limits search on earliest likely azimuth, It is also assumed that
the surveillance file iz not empty, so that the target pointer used by this
program is initially set to the address of the first target which failed to be
accepted in the last operation of the algorithm. The earliest likely azimuth
of the indicated target is stored in the variable, 0.
The value of 8 is tested against the new 8, and if 8> 8 it means
new new :
there are no targets in the azimuth wedge in question. In this case no target '
transaction blocks are prepared, enew replaces eold and the operation is

complete.

For each target that does lie within the limits of azimuth, a closure

bit is set in the surveillance file and a target transaction block is prepared.
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The closure bit denies access to this target's surveillance file record by
~ other DABS functions while channel management is concerned with the air-
craft. The bit is reset by data link processing after the target has left the

beam.

Target transaction block preparation itself is expanded in the
subsequent ten flowcharts. When transaction block prepara
for one target, the target pointer is advanced to the next target, in order of
increasing earliest likely azimuth, the value of which replaces the old
contents of 8. The loop continues with the test on this new value of 6. It
should be noted that the surveillance file record contains a "roll-call
inhibit" bit, controlled by network management to limit the surveillance
load of the sensor. Transaction preparation will bypass any record with
this bit set, and the track itself will be
another sensor.

Target transaction block preparation is outlined in Figure 24. All
surveillance file data on the target is available at this time, including the
active message list for this target. The step ''initialize entry indicators"

causes pointers to be set to the first entries on the Comm-A, Comm-B

and ELM sublists of the active message list. If a sublist is empty or .

o £
ie of these

exhausted, the pointer wiil so indicate. When a message from o
sublists is included in a transaction, the value of this pointer (or index) is
copied into the entry indicator field of the transaction record.

Target record preparation, expanded in Figure 25, takes place first,

followed by preparation of the surveillance transaction (Figure 26)., If

ATCRBS identity has been requested, an A-transaction is prepared (Figure 27),
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and if the synchro bit is set, an S~-transaction (Figure 28) is also prepared.
Additional standard transactions are prepared {Figure 29) until the Comm-A
and Comm-B sublists are exhausted.

The preparation of each of these standard transactions involves one
or more of the steps labeled ""DL procedure,' "A procedure' and "B

o Ao Ammmmale alT 2 ~
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procedure.' The DI procedu
is indicated by the corresponding control bit and lockout state. The A and
B procedures cover the inclusion of Comm-~A messages and Comm-B
message requests, when appropriate. The thr_ee procedures are shown
in Figures 30, 31 and 32.

The final step, shown in Figure 33, covers the inclusion of ELM
transactions. Only one uplink ELM (not counting clear commands) trans-
action record is ever prepared for a single target, and a check £
implicit in the last test of Figure 24, The ELM sublist will never con-
tain more than one clear Comm-~C, one clear Comm-D, and one downlink
ELM at any given time.

Figures 25 through 33 require no further comment, except that
target record and transaction record fields are referred to by number as
they appear in the lists of Section IIl-4.

The target list update subfunction is flowcharted in Figure 34.

Its input is the old active target list and the set of target transaction blocks
obtained from the transaction buffer. The latter is referred to here as the.
"mew target list.!" The range-ordering operation is not shown in detail, but

is indicated as a preliminary ordering of the new target list (NTL) and a
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fetch of the next target for the new active target list (ATL) from either the
old ATL or the NTL. This ordering of the new list and the merging of new
and old targets to form the new ATL is a standard merge-sort procedure,
using a masked range delay word, a.s explained in Section III-5.

New targets always have the surveillance transaction pending, which
is a priority transaction. Therefore, the only ATL header field requiring
updat e in this case is the priority channel time sum.

Each old target is tested for continued visibility by comparing its
lagt likely azimuth (BLLA) against the current cutoff azimuth (Bcut)' When
targets are deleted for this reason, the ATL header fields representing
channel time sums must be corrected. The channel time estimate of the
pending transaction is subtracted from the appropriate sum or sums. The
ensuing range completion test is explained below.

For targets which are still within the beam, target completion is
tested, and if range and azimuth are also complete, the target will be .
deleted from the old ATL and added to the released target list (RTL), along
with targets no longer visible. No ATL header update is required, since
completed targets are not included when the ATL header update is performed

by transaction update. !

If target completion is set, but either range or azimuth is incomplete,
then target completion is reset to "'0' and the channel time estimate added to
the relevant ATL header field{s), since this target is about to be restored to
the list. These targets, along with new and incomplete targets are merged

into the new ATL. After such a merge, or a deletion, the next target is
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chosen from either the old ATL or the new target list, as appropriate, and
the program continues until all targets are processed. Details covering
the situations where one {or both) of the input lists is empty are omitted

here."

When a target is removed from the ATL because it has fallen behind

the beam, a special test is made to single out the case in which range com-
pletion is not set and the DABS lockout transition indicator is set. This is
the case of a target which requires at least two successful transactions to
achieve the desired effect with respect to DABS lockout. The first interro-
gation must have DL ="00", while the second (and all subsequent) must have
DL = "01'", Data link processing always looks for the lockout transition
indicator in the target record, and when it finds the bit set, data link

processing will change the DL field in the surveillance file to ''01'" to

prevent repetition of this lockout sequence. Note that transaction preparation

in the surveillance file. If no interrogations were successful {no range com-
pletion), this activity of data link processing must be inhibited, and to
accomplish this the transition indicatoi' in the target record is reset to
zero. Next scan, transaction preparation will again find DL ='00", with
the transition indicator set, in the surveillance file where it has not been
changed.

Figures 35 through 45 illustrate the operation of transaction update.
The first flovafchart, Figure 35, shows an algorithm for passing through the

active target list, assessing each reply to a scheduled interrogation and
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simultaneously updating the relevant ATC header fields. Roll-call scileduling
leaves behind an indication of which transactions were actually scheduled so
that transaction update will know what replies to expect. |

The examination of a reply and the resulting update of the corresponding
target's transaction block are shown as '"reply assessment, ' and this step is

o~ oo
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of reply assessment:
1} The same transaction will be repeated (perhaps with some
modification in the case of an ELM),
2) The transaction was completed and a new transaction is now
pending for the target, or |
3) All transactions have been accomplished (for the present DABS
period, at least) and the target completion
The algorithm sorts out these three cases and makes the appropriate
updates of the channel time sum_s. and uplink ELM fields in the ATL header. |
The final step .is the update of the first target range delay field in the ATL
header, when required. The flagging of the situation when the first target
on the old ATL becomes completed, and the identification of the target re-
placing it are not shown specifically, but these steps‘ can obviously be |
carried out along with reply assessment in a single pass through the ATL.
The first act of reply'assessment is the appraisal of replies, sorting
them into accepted, not accepted and missing categories, as illustrated in
.~ Figure 22. This is shown in flowchart form in Figure 36, in which the

procedures to be followed after the sorting are summarized. These

procedures are expanded in subsequent flow charts. Conformance testing,
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a straight forward checking of reply bits, is not exp.anded further. It is
described in detail in Section III-6.

The missing reply procedure is given in Figure 37. If the :transaction
is not a surveillance transaction no action is taken, which causes the trans-
action to remain pending for execution. In particular, the current trans-
action indicator is not changed. Surveillance transactions are repeated
until a total of (NTRY + 1) attempts have been made, with reinterrogation
tc; all but close-in targets téking place at high power. As explained in Part IT,
final authority for the use of high power rests with roll-call scheduling. When
the allotted number of attempts has been made, target completion is set, the
high power flag removed, and the i'remaining tries' counter reset.

When a reply is not accepted, the transaction is usually repeated,
shown in Figure 38 as no further action. Synchronized transactions, however,
are not repeated in this case and it is assumed that the transaction (including
uplink message and control information delivery) was successful, since a
reply was actually received. No attempt is made to extract information from
such a reply. Although not shown explicitly on the flowcharts, in the case of
a synch.ronized schedule mode, without reply processing, transaction update will
designate all replies as ''not accepted, " élthough no reply data blocks are .
generated. This has the effect of treating all the corresponding transactions
‘as if they were successful.

The more involved procedure for accepted replies begins with Figure .
39. For standard transactions, range completion processing is shown in

detail, but azimuth completion is deferred to Figure 40. The ATCRBS
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identity request protocol is given explicitly, but the "modification or addition'
of a transaction for this purpose is not further expanded. Full details are
given in Section 1II-9.

The Comm-B channel protocol is also summarized, and expanded in
Figure 41, The PBUT response is shown, but the details of setting the CP
bit in an appropriate transaction are skipped (see Section III-10).

The treatment of ELM transactions is summarized in Figure 42,
with expansions in Figures 43 and 44. The {final step in reply assessment,
except for the case of -repeﬁtion of the transaction, is the update of the
current transaction indicator, shown in Figure 45.

The detailed flowcharts of Figures 40 through 45 are self-explanatory
and they folloﬁv exactly the protocols described in the c.orres.ponding Sections.

Symbols and abbreviations used in the flowcharts are collected below.

Transaction preparation (Figures 23 through 33):

enew New azimuth limit received with enabling command
eold Previous va_lue of gnew’ saved from last action
of the algorithm. '
] Earliest likely azimuth of a given target.
Al ATCRBS identity request bit (target record)
S Synchro bit (target record) .
AML Active message list
NTRY System parameter regulating interrogations

per DABS period.

PPMINR System parameter, regulating the power
programming of close-in targets.
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CTSS, CTSL

DL

AL

System parameters representing channel
time estimates for individual transactions.

DABS lockout bits (target record)

ATCRBS lockout bit (target record)

Target list update (Figure 34):

NTL
ATL
RTL
6

LLA
e

cut

New target list

Active target list

Released térget list

Last likely azimuth of a given target

Cutoff azimuth received with enabling command.

Transaction update (Figures 35 through 45):

UELM
DELM
CTE
CTIL
SIG

MBL, MBH

9off
half

bore

Uplink ELM transaction -

Downlink ELM transaction

Channel time estimate of a given transaction
Current transaction indicator

Monopulse signal

System parameters bounding usable portion
of monopulse characteristic.

Off-boresight azimuth
Half-beamwidth

Boresgight direction
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ENTER

ATC-43-23

Set closure bit in

surveillance file

record

Prepare a farget

transaction block

Move pointer to next
target in surveillance
file and load its earliest

likely azimuth into 6

Figure 23. Transaction Preparation
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l ATC-43-24

{ ENTER (Initialize Entry Indicators)

r,

Preparc Target Record

Prepare Surveillance Transaction

Y,

——pl| Prepare an A-Transaction

Prepare an S-Transaction

Prepare an exfra

Standard Transaction

N Are the Comm-~-A and Comm-B

sublists empty or exhausted?

Y
|
i« Prepare an ELLM Transaction
iy
~ N
Is the ELM sublist

empty or exhausted ?

Y

o,

Figure 24. Target Transaction
Block Preparation
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ATC-43-25

Copy data from the surveillance file

into target record fields {1) through (9)
Set fields (11) (12) and (13) equal to "0"
Enter the value of NTRY into field (15)

g T I P P I .
Copy the Comm-B state variab

active message list header into fiel

[+

(16)

4

Is the predicted range of this Set field |

(14) to "1"

target less than the value of

\ PPMINR ?

(enable)

A
Target record fields
are listed in Set field
Section III-4 (14) to "O"

) (inhibit)




Transaction

Record fields
are listed in
Section III1-4

ENTER

Set fields:

(1) to ''priority"

(3) to "yes"

(7) to 'OV

(9) to "1M

(12) (13) and (17) to "O"

Copy data from surveillance file into
fields (10) and (11)

is Comm-B state Y

"elear pending'' ?

slz N
Set field
(18) to HOH

|

ATC-43-26

Set field
(18) to "'1"

¥

A procedure

B procedure

1

Set field {4) according

to nature of transaction

214

Figure 26.

Preparation of
the Surveillance
Transaction



ATC-43-27 |

ENTER

Set fields:
(1) to "priority’

(3) to ''no"

(7) to "O"
(9) to MM
(12) to 0"
(13) to "1

(17) and (18) to "0"
Copy data from gurveillance file into
field (11) '
Set Al bit to '"0" in target record

Transaction Record

fields are listed in
Section III-4

]

DL procedure

5

A procedure

¥

B procedure

I

Set field (4) according

to nature of transaction

\1/

Figure 27,

Preparation of the
A -Transaction

215



ENTER

AT C“.-43 -28 l

Set fields:
(1)
(2)
(3)
(7)
(9)
(12)
(17)
(18)

to

to

to

to

to

to

Upriority"

the value of CTSS
po!!

g

Hll‘i

"y

nou

IIOI!

Copy data from the surveillance file

into field (11)

Transaction Record
fields are listed in
Section I11-4

DL procedure

A procedure

4

Set field (4) according to

nature of transaction
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Figure 28.

Prepartation of the
S-Transaction



Set fields:

(3) to "no"
(M to "Q"
(9) to "1

(12) (13) (17) and (18) to "0"

Copy data from surveillance file into

field (11)

Transaction Record
fields are listed in
Section I1i-4

Set field (1)
to '"priority"

DL procedure

A procedure

.

B procedure

Wag a high-priority

Y

4 Comm-A message or
Comm-B message

request included ?

N

Set field (1)

to "normal”

EXIT

J%ll

Set field (4) according to

nature of transaction
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ATC-43-29

Figure 29.

Preparation of
Extra Standard
Transactions



ATC-43-30 |

( ENTER )
Is the DABS lockout \N |
transition control bit

(in the target record) set ?

Y

< Is the DABS lockout field\N

(DL) in the surveillance file
equal to 00" ? /

Y

A"/

Copy the DL field from
the surveillance file into
field (10) of this trans-

action record

A4

Set the DL field (10) of this

transaction record equal to

HOlH

Figure 30,
DL, Procedure

(DABS lockout transition control)
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ATC=-43-31

' TN\ Set fiel
/ Is the Comm-A sublist ¥ ot field
? / | {8) +o QN

\ empty or exhausted?

—
v

Set field (8) to "1"

Copy the message field
(MA) from the Comm-A
sublist into field (19)

and copy the entry

indicator into field (5)

Advance entry indicator

EXIT

N

Figure 3. A Procedure

(Inclusion of Comm-A message)
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ATC-43-32

[ ENTER

Is the Comm-B sublist Y Set fields:
empty or exhausted? (14) to 0"
. (2) to the
N value of CTSS

Set fields:

(14) to "1"
(2) to thg value of CTSL

Copy the MSRC field from
the Comm-B sublist into .
field (15) and copy the
entry indicator into

field (6)

Advance entry indicator

EXIT

Figure 32. B Procedure
(Inclusion of Comm-B message request)
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ATC-43-33

ENTER

Set fields:
Note: field (2)

(1) to "mormal"
will be ignored

(2) to value of CTSL
by roll-call sched-
ft 11
(3) to "mo uling for a DELM
transaction

(7) and (8) to M1

Copy information from the ELM
sublist into field (6) and copy the

entry indicator into field (5)

Copy information from the ELM

sublist into fields (9) (10) and
(11) -- once for a DELM or

clear command, and once for
each segment of an vuplink ELM

Set field {4) according to -

nature of transaction

Advance entry indicator

Figure 33,
ELM Transaction Preparation

221

P e, T M T 3




ENTER

N/
Range order the targets on the NTL

Fetch first target for the new ATL

Update first target range delay

®

V4

ATC-43-34a

Is this 2 new
target?
N

Subtract channel
time estimate
from appropriate
channel time
sum in the AT,
header

Has this target fallen

Y

Add channel
time estimate
to priority

channel time
gum in the ATL

header

behind the beam?

(BLLA < 6cu‘c )

N

X

Is the target

A A

completion bit set?

7\

Y

Is the range

completion bit set?

Y

Is the azimuth

completion bit set?

\VERVERV

Figure 34a. Target List Update
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O,

Is the range Y
Add the channel

completion bit set?
time estimate to

N : the appropriate channel
time sum in the ATL
N
Is the DABS header
lockout transition
i ?
control bit set? Reset the target
Y \17 completion indicator

to "incomplete'
Reset the DABS

lockout transition

control bit to "0 e

R ' W

Delete this target
from the old ATL, and
add it to the RTL

Merge this target
into the new
ATL

Fetch the next target
for the new ATL

Have the old ATL and
the NTL lists been
exhausted?

Y

EXIT

ATC-43-34b

Figure 34b. (Target List Update)
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“{aTC-43-35a

( ENTER ) |

Fetch the first »
target on the ATL -

N
Was this transactJ.

scheduled ? /
) JL

Reply assessment

N
Subtract channel Will this transaction >
time estimate from be repeated?

channel time sum(s) Y
and remove UELM

dat d point
-a. a an po.m ers Is this an \\I
(if appropriate) uplink ELM? / 7

from the ATL

Y |
header
Adjust data and pointers
in the ATL header, if >
appropriate «
7 .
g Figure 35a, Transaction Update C
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\L/

Was the target . \ v

ATC=-43+35b

©

~ completion bit set by
reply asséssme:/

N

Add the channel time estimate of
the new current transaction to the

appropriate channel time sum(s)
in the ATL header, and enter
UELM data and 'pointers if

appropriate

Y.

Fetch the next target
on the ATL

MHas the ATL

been exhausted?

Reset the first target

range delay field in
the ATL header

Figure 35b. (Transaction Update)
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ATC-43-36

‘ ENTER ’

Missing Was a reply
reply received?

procedure

- Was the reply\

invalid?

N

Conformance

testing

v

/ Was the reply N Not-accepted

ing ?
conforming? reply procedurg

Y

Accepted reply

"1 EXIT
procedure

Figure 36. Reply Appraisal
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( ENTER ) ATC-43-37 7

Was this a surveil-
lance transaction?

4

Y

Reset "remaining N

T ini
tries'' to the value Is "remaining
of NTRY tries" > 0 ?
Reset the hi-power Y
flag, if "on'} to "off"

y

Set the target Is the hi-powe\Y >
completion bit flag set to "on" /

N

/

Is the power

programming control
bit set to ""enable'

\

Y

{Transaction will not Set hi-power

be repeated)

flag

EXIT

(Transaction will be I

repeated)

Figure 37. Missing Reply Procedure
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ATC-43-38

( ENTER )

Was this a synchro-\ N

nized transaction:/

Y

(Transaction will

be repeated)

Update the current
transaction indica-
tor (CTI)

(Transaction will not

be repeated}

Figure 38. Not-accepted Reply Procedure
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ATC-43-39a

( ENTER )

ELM Is this a standard
d transaction?
procedure

N
Is this a suryeil\

1 lance transaction y
Y

Set the range

completion bit

]

bit set?
Y $
Copy the range correction into

the RCOR field (10) of the target

N .
Is the synchro \
/ | 7

record

Compute ALEC and append it

to the target -record

Figure 39a, Accepted Reply Procedure
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ATC-43-39%

Was this a valid reply? N
(i.e., a good reply with an

azimuth measurement)
Y JL
Y
Is the azimuth \ o
completion bit set/

il

Azimuth procedure

Is the A bit equal to \N

11 in this reply? /
Y $
Is Al equal to "1" &

in the target record/
N g

Set AI = "1 in the target record,

field (9)

Modify or prepare a transaction

to serve as an A-transaction

Figure 39b. (Accepted Reply Procedure)
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\1/

N Is the primary bit in
the target record set

to '"primary' ?

Y

Comm-B procedure

Is PBUT equal to "00" \Y

ATC-43-39¢

in the reply? /

N

Set the CP bit equal to "1"
in a subsequent transaction,

if possible

¢

Update the CTI

Figure 39c. - (Accepted Reply Procedure)
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, ATC-43-40
ENTER

7,

Compute SIG by adding the

table offset value to the mono-

pulse estimate in the reply

Set the target Y
, Is SIG > MBH>
completion

bit to 1" N

- N
< Is SIG > MBL>

Y

Find 90 Py by entering the

off-boresight lookup table
with the value of SIG Oogs < - 8 a1s

v

Compute target azimuth and
enter into last likely azimuth .
field (4) of the target record,

i.e., eLLA « 6off + abm'.'e ' g

Set the azimuth completion

bit

Figure 40, Azimuth Procedure
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ATC-43-41

‘Clear Pending " ~orm.B gtate N\ B Pending

!

Was the CB bit equal
to ""1'" in the

interrogation?

!

Change the Comm-B

state to Inactive

v

Inactive

N,

;L

Does this reply contain
a pilot-initiated Comm-B

message?

Y

Change the Comm-B.

state to Clear Pending
Modify a transaction, if
possible, to carry CB="1"

in the interrogation

Is the B bit equa;\ N

to '"1'" in this

reply?

/

Y

v

state to B Pending

Comm-DB message

Change the Comm-B

Modify or add a trans-

action to transfer the

Figure 41, Comm-B Procedure
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ENTER

\L/

ATC-43-42

Is this an UELM
uplink ELM Procedure
transaction?
DEL

Is this a \ ELM

downlink ELM = Procedure
tranaaction?/

{Clear commands)-
Update CTI 1
Figure 42. ELM Procedure
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ENTER

Obtain length (M) of this ELM from

the transaction record

Examine first M bits of the MD field
of this reply. For each "1'" indicate
delivery of the corresponding
message segment in transaction

record.

Have all the message

segments now been delivered?

N

y

ATC-43-43

Update CTI

Has the message \N

segment in the collector

just been delivered?

Y

Change the RTC code of the

last undelivered message

segment to "10"

Figure 43, UELM Procedure
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ENTER

\]1/

Change the bit corresponding to this
reply in the MC field (in the trans-
action record) to '"0", and reduce

the contents of the length field by 1

requested by the DELM

interrogation?

il

N/ Is this the last reply

Has the length been Y
reduced to zero?

il

If all undelivered segments in this
DELM are requested in the next
interrogation, will the total number
of replies requested in this DABS

period exceed 327

Y

Make appropriate reduction

in the number of replies to be

ATC-43-44

Update CTI

requested if this transaction

is repeated in the current DABS
period

Figure 44. DELM Procedure
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ATC-43-45

‘ ENTER )

Indicate completion of this
transaction and append
pointer(s) to reply data block(s)

Advance the CTI to the next -

transaction record

4

N Has the set of transactim\ S
records for this target been/
- exhausted?

1y, Y

Y
Is the azimuth . Set the target
completion bit set? completion bit

N

Add a standard transaction to

attempt another azimuth _
|

measurement and point the

CTI to it

Figure 45. Current Transaction Indicator Update
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THE ISOLATION PROBLEM

Suppose that it is required to provide isolation be_tweén the replies
of two targets which are included in a schedule cycle., Let thé targets be
at ranges 0, and P, from the sensor, and let the distance between them
be Pia The first target emits a reply of duration R1 , beginning at time

El , and the second starts its reply at time Ez. Then, if
E, - (E; +R;} > plZ/c ,

the two replies will not overlap at any point in space or time, since the

wavefront representing the leading edge of the second reply will always be
contained within the expanding spherical shell bounding the first reply. If
the air;:raft are at the same azimuth and elevation, relative to the sensor,

ten
P12 = | P1-P, .

In general, p 12 exceeds the magnitude of the range difference, but the

excess ig limited by the nature of the antenna beam, since the targets must

automatically provides adequate isolatioh to satisfy the inequality
E, - (E, +Ry) > (1/c) lp, -p, |,
4 L i3 . ]

-
1 72

hence it is only necessary to add an extra delay, 8, to the sécond interro-
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gation to account for the ''cross-range’ component

P12 - | P1-Pz

The worst-case geometfy usually corresponds to two targets at close
range, one at high elevation and one near the horizon, since any DABS antenna
will have a fan beam. For example, a targetat 45 degrees of elevatlon can
have a range of nearly ten miles, and thus, be more the seven miles from
another aircraft, also at range teh miles, on the sensor's horizon. The
spacing is only exceeded in the azimuthal direction by a pair of very long
range targets on opposite sides of a relatively wide beam. To handle all
cases with a minimum of computation, a fixed minimum delay is introduced
in the second interrogation whenever isolation is required. This delay is an
adjustable system parameter whose nominal value is 25 psec, corresponding
to a spacing of about four miles. If the second transaction is unsynchronized,
then this delay is added to the interrogation time which would otherwise be
used. If the second transaction is synchronized, then a subepoch delay will
already have been introduced, and any additional delay will have to be added
in multiples of the subepoch value. Thus, the algorithm tests the subepoch
delay, to see if it is already adequate for isolation, and then iteratively adds
delay in units of the subepo.ch value, until the isolation delay parameter is
exceeded.

In order to prove our assertion about the amount of isolation produced
by the scheduling algorithm, we suppose that two consecutive reply listening

period start times, as normally scheduled within a cycle, are L; and L2 .
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The first reply will actually arrive at some time, L, + K;, so that K1 will

be the range correction for the first target. The duration of the first listening
period will be Ry + G, , where R, is the reply length and G, is the range
guard provided for the first target. This range guard will be larger than the
largest anticipated value of K, by the amount, d, the departure from perfect
range ordering allowed of the active target list. Since the scheduler normally

places listening periods in contiguous positions, we nave

L;_,‘=L1+R1*!-Gl .

Let the range delays for the two targets be D, and D2 . According

to the approximate range ordering principle, we must have

Dl 2 Dz - d L]

The one-way propagation time for the first target is

Py - 2
Tl - 2 (D1+K1'AT) »

hence, the first reply was transmitted at time

E, = L1+% (Kl-D1+AT)

If the second reply arrives at L, + K2 , then its emission time is

= 1 -
E, = L, +3 (K, -D, +A,) :

=L1 +R1

+ Gy +3 (K, -Dy +4y4) -
Now we can compute:

Ez-(E1+R1)=G1+% (K, - D, - Ky
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The right-hand side of this equation can be rewritten in two ways.

we write -

1 -D. -
G + % (K,-D,-K +D;)

p - -K ..
Gy -Ky tK, +3 (Dy+K; - D, - Ky )

G, -K; +K, + (1/c) (p] - p,)
If Py ZP, (the usual case), then we ﬁave

E, - (B} +Ry) = (I/e) | py - Pz*l +G) - Ky +K,
= (1/e)lp; -p,|

since Gy exceﬁ:cis-K1 and KZ _is net negative.

First, ..

It is possible to-have- < p.-and still have approximately decreasing
Py =P

ordering of range delay, since the uncertainty in range for the second target

could be large, producing.a small value of range delay.. .In this case

1Py =Pl = py-py ‘
and we write

‘1- .- .-
G1+2‘(K'2 D2 K1+D1)

+ Dy -D,

Gy 1 2

+ % (D, +K, - D, - K,)

I}

Gl + D]. -Dz + (I/C) (pz“pl)

G, + Dy - D, + (1/e)|py-p,|
Now G1 exceeds d, and

D,-D, = -d ,

hence
E, - (E) +R)) 2 (1/e) | py - P,

as before,
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