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1. INTRODUCTION

The Lincoln Laboratory Air Traffic Control Radar Beacon System (ATCRBS)
Monopulse Processing System (AMPS) is a mobile, stand—-alone, ATCRBS
surveillance sensor for processing and disseminating target reports from
transponder—equipped aircraft, AMPS is essentially the ATCRBS portion of the
Mode Select System {(Mode S), a system designed to be an evolutionary
replacement for the present third generation ATCRBS. AMPS utilizes several
new features introduced by the Mode 5 sensor concept. In particular, the use
of monopulse angle estimation permits more accurate aircraft azimuth
estimation with fewer replies per scan, and improved decoding (identificatiom)
performance when garble is present.

The major tasks performed by the AMPS System are:

® Determining the range, azimuth, and code of each received ATCRBS
reply.

® Grouping replies from the same aircraft into target reports and
discarding fruit replies.

® Identifying false alarm target reports which occur from
reflecticns, coilncident fruit, splitting, or ringarcund.

® Initiating and maintaining a track on all alrcraft 1in the
covered alrspace.

The first function has been implemented 1in hardware while the remaining
functions are performed by software in a DEC 11/55 computer. The hardware
conslsts of a conventional ATCRBS interrogator, monopulse receiver, and ATCRBS
Reply Processor. The latter were developed for the Mode S Sensor, This
report deals with the AMPS computer system only.

Although the AMPS system described 1in this report is based upon the
specifications contained in the Mode S Engineering Requirements (Ref. 1),
there are several differences between AMPS and an ER systenm. Most
importantly, AMPS is meant to be a test and evaluation tool, mnot an
englneering model. Thus, no reliability features are included, and full
performance cannot be assured in dense traffic environments. Rather, AMPS
degrades in a planned fail-soft manner in such situations.

The purpose of this report is to provide a description of the details and
philosophy of the AMPS computer system implementation and operation. 1In
particular, specific and detalled descriptions of the interrelations between
AMPS's several subsystems and subtasks are provided as well as a guide on how
to run them. More extensive descriptions of the AMPS algorithms themselves
may be found in Ref. 2.

AMPS as described herein was fileld tested at Albuquerque, MM, in June of
1978. At present, the system is operational and being utilized for various
Mede S-related projects and tests at Lincoln Laboratory. Minor upgrades to
AMPS have occurred since the 1978 test, but none have been made that affect
the system at the level of detail presented in this report.

1
i



2., AMPS OVERVIEW

The overall AMPS block diagram is presented in Fig. 2-1., The top
section, within the dashed 1lines, 1is the hardware portion of this system
(transmission paths for interrogations are not shown for simplicity). A full
description of this hardware can be found in Ref. 3 and 4.

AMPS employs a scanning antenna for the surveillance of alrcraft at all
azimuths. Figure 2~2 1llustrates how a scan 1s divided into sectors and
sweeps, A sweep, the basic system unit, 1is a single interrogation/reply
period for the antenna. Each sweep, ATCRBS replies of the format shown in
Fig. 2-3 are received from all beacon-equipped aircraft within the beam. In

addition, extraneous replies, called fruit, may be received due to the actions
of other ATCRBS sensors in the geographic region.

The function of the hardware reply processor is to identify all ATCRBS

mmmdarnd il oo = mmn o oot ey mad wn amd il

replies by EeafCuiﬁg the received pu;ac train for framing yu;u¢ palrs ana tinen
to decide which (if any) of the code pulses are present for each reply. The
hardware also determines the range of each reply, from the time of arrival of
the first pulse, and the azimuth of each reply, from the monopulse samples of
all pulses received, The replies for a sweep are stored in a hardware
internal buffer and once each sweep are transferred over a direct memory
access device (DMA) into a Digital Equipment PDP 11/55 computer,

These replies are then processed, formed into target reports, aund output

by four software tasks in the 11/55 computer. These tasks constitute a

real-time, interrupt—driven, multi-tasking system. The details of the task

timing and control, and various fall-soft operations during overload, are

presented in this report.
Ed e o A e

The first software task
the preliminary functions of:

Range limiting

Monopulse azimuth correction

Reply filtering

Reply buffering for the reply correlation and target formation task.

The second software task performs the reply correlation and target
declaration functions. Replies from the latest sweep are compared with
replies from earlier sweeps to identify those groups which are close 1in range,
azimuth, and code. Reply groupings so identified will have their data fields
merged and a target report declared. Reports which are produced 1in this

manner are then buffered and passed once per azimuth sector to the sector

nnnnnnnnn el

processing tasks.

The sector processing tasks perform four basic functions: track
initiation, target—to-track correlation, track update, and data output. Track
initiation creates entities from the scan-to-scan correlation of target
reports, which should represent real alrcraft. These tracks are strictly

[\ ]
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Fig. 2-1. AMPS Block Diagram.



SCAN

N SECTOR

A single 360° antenna rotation is called a scan. An AMPS scan 1is
divided into discrete wedges called sectors. There are a maximum of 32
sectors per scan with each sector divided into time pericds called sweeps.
The number of sweeps in a scan 1s determined by the PRF (Pulse Repetition

Frequency) and the rotation rate of the antenna.

Fig. 2-2, Scan Dissection.



SPI pulse, used for signalling, is 3 positions beyond F,.

Fig. 2-3.

An ATCRBS Reply.
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Fl’ F2 are framing pulses (always present), 20.3 usec apart.

Each pulse is nominally 0.5 usec wide.

Interpulse spacing is 1.45 usec.

X position is normally unused.



{nternal elements used to improve current target report data quality and
reliability through reference to previous scans' information. Target-to-track
correlation identifies new data for each track, which is then used by the
track update subtask to maintain these tracks. The data output subtask
performs the dissemination and recording of target report information for
immediate display or future examination and analysis. This output can be to

Ll lianikh L2 s

tape, to a local AMPS display, or to existing ATC facilities.

During the AMPS run, each task compiles a large set of timing,
performance, and analysis statistics. At the couwpletion of the run, these
values are recorded on the output tape. A separate task (the fourth below)
can then be executed which processes these statistics and prints a summary of
the run. This capability provides an immediate review of the systen's
performance, so that a rerun may be made without delay if a problem has

arisen.

In addition to the tasks which comprise the AMPS surveillance processor,
there are several auxiliary tasks in the overall AMPS system. They are:

® A set of system checkout tasks which wmeasure the state of the
AMPS hardware/software interface.

® A calibration task which sets certain run—-time parameters as
well as creating a monopulse azimuth correction table.

e A playback task which inputs survelllance data from a
previously made data tape.

® A post-run quick-look analysis task which produces summary
statistics from a newly-made data tape.

Each of these auxiliary tasks is discussed in this report. In addition, a
detailed series of directlons for running AMPS in each of its various modes 1s

jR R B0 ]



3. AMPS HARDWARE/SOFTWARE INTERFACE

The interface between the AMPS hardware and the DEC 11/55 computer
consists of two I/0 channels, a DRI1-B and a DR11l-K. The DRI1-B is a
high~speed DMA device used to transmit reply data from the hardware reply
processor to a computer input buffer. The DRII-K is a low-speed device used
to transmit a single status word per sweep to the computer. For each such
status transfer, the hardware generates an iInterrupt to the computer which
signals both the presence of this word and that all reply data has arrived via
the DR11-B channel.

The hardware reply processor generates eight 16-bit words for each reply
it identifies. These words are stored in an internal buffer of size 128
words. As soon as any data is available the DR11-B transfers it from this
buffer to cne of two buffers in the computer. The speed of this transfer is
sufficient to prevent the hardware buffer from overflowing even at maximum
reply burst rate. The computer buffer, in turn, is emptied each sweep by the

software reply processor task while the alternate buffer is being filled by
the next sweep's data.

The format of each reply entry 1s provided by Fig. 3-1. As shown, some
fields are necessary for surveillance (range, code, azimuth) while others
provide checks on the hardware performance. Even the former fields, however,
must be processed by the reply processor software task to produce usable
values. In particular, generating an azimuth from the monopulse reference
value is discussed in Chapter 6.

The status and control information that arrives over the DRI1-K channel
is the key to AMPS software processing. The remainder of this chapter
presents the various cases of interpretation that can exist.

3.1 AMPS States

The AMPS surveillance processing system can be in one of two states,
running or standby. Figure 3-2 1llustrates the timing and interrupt structure

-
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The running mode consists of a succession of sweeps. On each sweep an
interrogation is formed and transmitted through the antenna by the hardware.
The rate of transmission is known as the PRF of the system, aud the time
period between interrogations is the sweep interval. The sweep counsists of,
in order of occurrence, an interrogation, a short dead time, the start of a
listening period, the end of a listening period, and more dead time until the

next interrogation. Figure 3-3 describes a typical sweep period. During the
run mode, the 11/55 interface driver each sweep services the range gate close

AR WA A A M] W WA A LA W kY A eRswas ==

interrupt and activates the walting software reply processor to initlate work
on the reply data for that sweep.




NOTES:

(1)
(2)
(3)

(4)
(5)

MSB LSB
15 0
RANGE
LSB = 60.4 ns
CODE
A4A2 A1 B4B2B1 C4C2Ci DaD2D1Fi F2 X SPI
BORESIGHT AZIMUTH 0 0
14 BIT LSB = 0.022°
CODE CONFIDENCE
1=Hi CONFIDENCE
15 1211 514 |3 0
MODE NOT USED {(1) (2)
A,Cor2
15 12|11 8(7 O
NOT (3) FINAL MONOPULSE
USED REFERENCE VALUE
15 1110} 9(8 0
' SPECIAL MONOPULSE
NOT  [(4)(5 CHECK
USED
211 0
]?\IO. 0:_- TOTAL. MONOPULSE
PULSES ACCUMULATION

Test Bit 1if reply 1s from test target.
Hardware decoder register (1 of 4}.

N>2 «~ number of confirming monopulse samples.
Reference Pulse - Fl or F2.

Sidelobe status of reference pulse.

SPI presence.

Hardware decoder overload bit.

Sweep header bit.

Fig. 3-1. Reply Message from AMPS Hardware.
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Fig. 3=2. System Run/Standby Period.



|-< ONE SWEEP —-
RANGE GATE y

N | Dy |40k ON IN+1 ‘

ﬁ

RANGE P M. RANGE
GATE DATA GATE
OPEN READY CLOSE

INTERRUPT
where: IN is the interrogation window for sweep N
DN is the dead time to switch over to receive mode

Range Gate Open occurs when the receiver begins to listen and

take in the pulses from replies. The listening period lasts
until all replies from the system specified range have had time

to arrive.

Range Gate Close Interrupt is a signal which occurs somewhat

after the range gate shuts down. This is the interrupt which
begins the surveilllance processing software.

Eﬁi is the dead time remaining in the sweep interval during which
the software in the 11/55 can work on the replies for the sweep
and/or clean up any unfinished business in other subtasks,

P.M. Data Ready means that for some particular sweeps 1in a scan

there are additional pieces of information passed by the hardware

concerning performance monitor characteristics.

Fig, 3.3, Sweep Period.
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During a standby period the AMPS hardware inhibits replies from entering
the processing computer. This time may be used to change either or both of
two run~time parameters, the system range and the PRF. The changing of these
parameters 1is discussed in 1}.2.,1, When AMPS 1is running with its own
transmitter in the internal (INT) mode, the PRF is set directly by a front
panel setting and any integer value is permissible. On the other hand, when
the AMPS system is in the external (EXT) mode and 1is slaved to an ATC
transmitter which puts out a very high (master) PRF, a step down procedure is
employed to produce the desired lower AMPS PRF. The divide-by~N "(#N)" switch
getting referred to in Fig. 3-2 specifies the divisor of the Master PRF which
produces the Slave PRF at which the AMPS system 1s run. In this case only
certain few PRF values are possible, namely 1/2 the Master, 1/3 the Master,
etc, The AMPS hardware in this case only processes every second, or third,
etc. sweep's replies. The divide-by-N value must thus ensure that both modes
A and C are active. For example, 1f the Master interlace is ACAC..., a value
of 2 or 4 would eliminate an entire mode, so a setting of 3 is mandatory.

3,2 Computer Status Interface

The computer status circuit board in the hardware generates an interrupt,
when appropriate, to the computer via the DEC DR11-K interface. This circuit
board also generates a 16-bit status word which identifies the condition

______ . m e wFrnwmmaman datta Fha maw Ar mayv nnb

C&UB.Lﬁg the interrupt, and which contains performance data that may oOr may not
be valid depending on the subsystem operating mode. In response to the
interrupt, the computer accepts the status word, implements the necessary
actions assoclated with the interrupt, and processes any valid data contained
in the word,

The operating conditions under which an interrupt is issued to the
computer by this circuit board are:

® range
® sgystem standby, and

® jsystem run.

In the 16~bit word used to specify the cause of interrupt to the computer, the
most significant four bits are flags which are assoclated with the computer
interrupt, while the remaining portion of the word is composed of data bits.
Three of the flag bits didentify the operating conditions causing the
interrupt, while the fourth specifies either the validity of the performance
monitor data or whether the system parameters contained in the word are for
the INT or EXT mode. Figure 3-4 shows the format of a status word amd
identifies all permissible flag combinations that may appear in the flag field
portion of the word.

3.2.1 Range Gate Closed Condition

The most common cause of a computer interrupt is the range gate closed
condition. An lnterrupt caused by this condition indicates to the computer

that:

11



WORD BIT ASSIGNMENT

1

5 14 13 12

11 10 9 8 7 6 5 4 3 2 1. 0]

. FLAGS DATA
PERMISSIBLE FLAG COMBINATIONS
15 114 13 12 FLAG TYPE
1 0 0 o0 Range gate closed, PM data not provided
o 1 0 0 System standby
0 0 1 o0 System run, INT system parameter data
provided (range, PRF)
o 0o 1 1 System run, EXT system parameter data
provided (range, ¢ N)
1 0 o 1 Range gate closed, PM data provided
l1 1 0 © Range Gate closed, system standby occurred
when range gate was open, PM data not provided
1 1 0 1 Range gate closed, system standby occurred
when range gate was open, PM data are provided

PM = Performance Monitor

INT = Internal Operating Mode
EXT = External Operating Mode

Fig. 3-4. Status Word Format

12



a. the range gate has closged,

b. the reply processing performed by AMPS has been completed and
all processed data has been delivered to the computer via the

DRI1-B,

c. the computer may start processing the data which it has
received, and

d. the computer must reinitialize in preparation for the opening
of the next range gate.

In the word transferred to the computer caused by a range gate closed
condition, the system standby and/or performance monitor data flag bits may be
set in addition to the range gate closed flag bit. A word containing only the
range gate closed interrupt flag in the set coundition indicates to the
computer that the computer should proceed with its normal operating procedure
following a range gate closing, i.e., begin processing the received reply data
and prepare for the next range gate opening. Also, the absence of a PM data
flag in the word indicates to the computer that the data content of the word

is not valid.

A word containing both the range gate closed and the system stand
indicates that the system went into standby while the range gate was open.
The setting of these two flags indicates to the computer that the computer
should not proceed with 1ts normal operating procedure following the closure
of this range gate, but it should set the system into the standby operating
condition (see 3.2.2).

The presence of a performance monitor (PM) data flag indicates that the
12 data bits of the word contain valid PM data. Performance monitor data, If

P . BTN P [T I - o s -~ - . ~
avallable, is delivered to the computer status circuilt board at approximately

40 microseconds after the opening of the range gate, The data bits latched in
the buffer then are included in the data field of the word when the word

transfer occurs.

3.2.2 System Standby Condition

The system standby condition interrupt occurs when the AMPS state switch
changed to STANDBY from either EXT or INT. The computer, upon recelving

s
he assocliated status nrr'l n'r'nr-npdg to terminate its survelllance oneration.

e SLdwie Whaoatd GRS ) L =

This termination procedure occurs by normal sweep processing. During
standby, range gate close interrupts continue to occur, but no reply data is
processed . Thus, no target reports are created and all tracks eventually
coast into a drop state. Thus, after several scans of this process the
software has returned itself and all data structures to the initial state. At
this point, new range or PRF parameters can be accepted, aund operation
re—-started when standby is ended.

13



Should the switch be returned to INT or EXT before the software
termination has concluded, the state change recognition must be delayed. This
is due to the errors that would occur if new parameters were used while
old data bases (built via the old settings) still existed. The software reply
processing task 1s responsible for ensuring this delay by insisting that a
minimum oumber of range gate close interrupts occur after start of standby
before new parameter values or replies be permitted in the surveillance

system.

-

The system run condition interrupt occurs when AMPS is placed 1in either

the external (EXT) or internal (INT) operating mode from standby. The
computer, upon recelving the associated status word, returns to the processing

of reply data {subject to the above delay constraint).

3.2.4 Contents of the Data Field

The data fileld of the status word contains either data from the
performance monitor or system run data. This data is received by the computer
status circuit board and fed to an array of two-input multiplexers which
select those data values that are consistent with the system operating mode

and the flag contents of the status word. Two of the multiplexers are
controlled by the internal operating mode line Whan AMPS ig in the internal

(L) P e R Y i ST iiss VpSadtalip AVER LUl

operating mode, the PRF value appears at the output of these multiplexers.
When AMPS 1is in the external operating mode, the divide-by-N (+N) value
appears at the output of the multiplexers.

The outputs of these two multiplexers serve as inputs to another pair of
two-input multiplexers which are controlled by the system run pulse. The
other inputs to this pair of multiplexers contain performance monitor data.
The system run pulse also controls a third two-input multiplexer. One input
to this multiplexer contains performance monitor data while the other input
contains the range parameter value.

The outputs of these three multiplexers are delivered to three buffers
which latch the data so that these data values may be transferred to the

computer ag part of the gtatus word, The data consists of range and PRF

values 1f the system is entering the internal operating mode, or range and
divide-by-N values if the system is entering the external mode. At all other
times, performance monitor data appears in the status word. The detailed bit
agsignment in a status word containing performance monitor data is shown in
Fig. 3-5, while the detalled bit assignment for system parameter data is shown
in Fig. 3-6.

14



WORD BIT ASSIGNMENT

15 14 13 12

11 10 9 8

1 X 0 1

X=0or1l
ID = jidentification

DATA 1D DATA

DATA TYPE

DATA ID

0 0 0 1 P1

0 01 0 P,

o011 L

010 0 Q

01 01 A/L, 4=0

011 0 AfL, A=+E

0 111 AL, dw-I

1 0 00O  noise

1 0 01 L noise

1 0 1 0 First error word

1 011 Second error word
Fig. 3-5. Performance Monitor Data.
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FIRST ERROR WORD BIT ASSIGNMENT

15 14 13 1211110 9 8{7 6 5 4 3 2 1 0

1 X 0 1 1 0 1 O|H G F E D C B A

SECOND ERROR WORD BIT ASSIGNMENT

15 14 13 12|}11 10 9 8|7 6|5 4 3 2 1 O

1 X 0 1 1 0 1 1]XxX xIN ML K J 1

X=0or1l
PARAMETER PARAMETER PARAMETER PARAMETER

SYMBOL TYPE SYMBOL TYPE
A Pl I I noise
B P2 J LO amplitude
c L K L0 lock
D f L RF Temp -~ high
E A/L, A=+I M RF Temp - low
F 1 noise N Az register status
G a/L, 4=0
H A/T, a=-%

NOTE: For each parameter type:

0 = normal

1 = error

Fig. 3-5. Performance Monitor Data. (Cont.)
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WORD BIT ASSIGNMENTS

15 14 13 12 11 10 918 7 66 5 4 3 2 1 0
O 0 1 ¢ RANGE PRF (BINARY)
MSB LSB
EXTERNAL OPERATION
13, 14 13 12311311 10 9186 17 6 5 4 3 2 1 O
+ N (BCD)
0 0 1l 1 RANGE X MSD LSD

x = 0orl

LSB = least significant bit
LSD = least significant digit
MSB = most significant bit
MSD = most significant digit

RANGE BIT ASSIGNMENTS

11 10 9 || RANGE, NMI
6 1 0 5
0O 0 1 10
0 0o 0 20
1 1 0 30
1 0 1 100
1 0 ¢ 200
Fig. 3-6. System Parameter Data,




4, SURVEILLANCE PROCESSING TASKS

Surveillance processing, consisting of four gsoftware tasks, can be
divided into two 1large processing elements: sweep processing and sector
processing. Sweep processing concerns itself with reply correlation and
target declaration, while sector processing consists of track initlation,
target/track correlatlon, track update and prediction, and surveillance data
outputting. Figures 4-1 and 4-~2 present flow diagrams of these elements.
Ref. 2 should be consulted for a complete description, and logic diagramming
of these functions.

This section summarizes the fun u 1lla
processing elements. The four tasks that implement these elements intera
with each other according to a priority structure. That 18, a higher priority
task, when ready to go, will always interrupt a lower priority task. Since
sweep processing has no queulng mechanism, and is more seriously affected by a
delay, 1ts two tasks are assigned higher priority levels than the two tasks
which comprise the sector processing functions,

ctiona of these two survelll

The four tasks which make up the AMPS software, in order of highest
priority to lowest priority, are:

A, Sweep Processing Tasks

1. Reply processor task.
2. Reply correlation task.

B. Sector Processing Tasks

1. Target/track correlation task,
T

o] S P P S, [y
L Lack Upadie Laohe

4.1 Reply Processor Task

The reply processing task is executed each sweep, beginning at the range
gate close interrupt (refer to Fig. 3-3). This task begins by handling the
1/0 from the AMPS hardware reply processor. A maximum of 128 16-bit words are
transferred during this burst, consisting of eight words per reply. (The
message format for a single reply was illustrated in Fig. 3-1).

Then the reply processor task completes the reply declaration process
started by the hardware by searching for and eliminating replies that are
thought to have been caused by one of the following:

Sidelcbe interference.

A military identification response.

An out-of-spec (wide pulse) transponder.

An aircraft beyond the range limit for the sector (see Chapter 5).

[ BN 3 W

Finally, the remaining replies have their range and azimuth estimates
computed by the software using the time and monopulse information provided by
the hardware.

—
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START SWEEP
PROCESSING

|

EXTRANEOUS REPLY
REJECTION

¢

RANGE AND ‘AZIMUTH
COMPUTAT ION

NON-CORRELATING ¢ _
REPLIES  |REPLY/REPLY|__ CORRELATING REPLIES
CORRELATION |~

|

REPLY GROUP]..
INITIATION- [

REPLY | REPLY GROUP
BUFFER| ™ | UPDATING

TARGET |
DECLARATION |

'

TARGET
BUFFER
QUTPUT

Fig. 4-1. Sweep Processing.
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Discrete
Targets

Start Sector Processing

Non-Discrete
Targets

Correlating Discrete Non-Correlating Target/Track
T:rgets Correlation Targets Association
Target Code
Swapping
Simple
Association Intertwined
Cases Associlation Cases
Elementary Many On Many
Correlation , Correlation
Non-Correlating
Targets Correlating
Targets
Non~Correlating
Targets
V Correlating
i S Track Uncorrelated
arg Initiation Reports
-— Track Track
Update File

| Tape [

!

Track Code Improvement

NAS/ARTS | and
Data
Output False Target
Flagging
Fig. 4-2.
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4.2 Reply Correlation Task

This task, also executed once per sweep, attempts to correlate the
replies presented to it by the reply processor task. This search 1s aided by
a reply sort table, which permits identification by range of all existing
reply groups (either uncorrelated replies or uniomns of two or more correlated

replies).

Each new reply is correlated with the first group found for which the
following four conditions are satisfled:

® The range dlfference between the reply and the group is no greater
than Ap max

® The difference between the monopulse azimuth estimates is no greater
than 40 .

® The group has not already correlated with another reply from the
current sweep :

® The code of the reply agrees with that of the group.

1f a successful match is obtained, the new reply attributes are combined with
those of the existing reply group to produce an updated group specification.
Otherwise, the reply is sorted into the range sort table and becomes available
for correlation with future sweep replies.

After all replies from the current sweep have been procegsed, reply
groups that are known to be complete, based on the number of sweeps that have
occurred since the oldest reply contained within them, are converted 1nto raw
target reports. As part of this conversion, the mode C code is translated
into altitude flight level. These reports are collected in a buffer, and once
per sector are passed as input to the sector processing tasks,

4.3 Target/Track Correlation Task

This task processes, once per sector, the target buffer prepared by the
reply correlation task. Its main functions are described below.

4.,3.1 Discrete Code Correlation

The ATCRBS system employs two types of identlty codes, discrete awl
non-discrete. Discrete codes are assigned uniquely to aircraft within a
single control area, while non-discrete codes can be used by all aircraft in
the same flight class (such as all VFR). Thus, agreement in mode A code
between a discrete target report and a track is generally sufficient for
target-to-track correlation, while more complex criteria are required to
correlate non-discrete targets and tracks.

All ATCRBS track data, for both discrete and non-discrete tracks, are
physically located in the same track file. However, a separate hash coded
table permits all discrete code tracks to be accessed through their code.
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Thus, wheneve

r
[P T | . P N
possipie tO0 ae

currently exists.

_____________ 3 [y

a dis cret code target report is to be correlated, it is
[ i tiether or not a track puubuuu;ug the same cod

®

A target report and a track having the same discrete code are correlated
whenever both of the following conditions are met:

# Only one track exists with that code (assignment failure or
tracking errors could produce duplication),

® The target a2and track assocliate in ran
altitude.
Only target reports that possess no low confidence code bits are considered

discrete; reports with discrete codes that have some uncertainty must be
treated as non-discrete reports.

4,3.2 Target-to-Track Assoclation

The first step in correlating non-discrete target reports, or discrete
reports not successfully correlating as above, 18 to determine all possible
pairs of target and track associations. From these pairs, the best
correlations will be selected in the manner described in the next subsectlon.
As part of the association process, many reply correlation and reply processor
errors will be corrected through a process called code swapping.

As a minimum condition for association, a target report and a track must
lie close together in range and azimuth. Three assoclation zones are defined
around ' each track for this test. These zones, denoted by 1, 2 and 3,
correspond to expected prediction errors for ailrcraft flylng straight,
turning, and maneuvering in an unusual manner respectively.

In additlon, code and altitude compatibility are checked for each
potential association pair. TIf both modes agree, the assoclation 1s accepted,
while i1if neither mode agrees, the association 1s rejected. Zone 1 ovr 2
situations in which only one mode agreement exists are processed by the code
swapping algorithm, which identifies and corrects cases of improper mode
patiring by the reply processor.

Finally, if any accepted assoclation pair is suspect, either by being in
zone 3 or in zone 2 with a wode disagreement, a velocity reasonableness test
is made. This test rejects all assoclations in which it is physically
impossible for the aircraft under track to be located at the target report

position.

4.3.3 Target—~to-Track Correlation

Once alli the target/track association pairs have been identified for a
sector, a determination of the “correct" target report for each existing track
must be made. Two types of scoring mechanisms are employed in this procedure
to rank the various pairings: the Quality Score and the Deviation Score.
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The Quality Score for a target-to~track association measures the degree
to which the characteristics of the target report match those of the track, as
well as the degree of certainty as to the validity of the report and track
(that is, that they correspond to real aircraft and not system errors). The
decision items that comstitute this score, in order of decreasing importance,

are the following:
® Association zone (1, 2, or 3)
@ Mode A code agreement
9 Number of replies in the report
® Mode A coufidence of the report
© Mode C altitude agreement

® Track validity

The Quality Score is computed by evaluating where the target and track
attributes fall on the scale of values defined for each item, and then
weighing and summing these individual scores. The lower the resulting score,

the better the association.

The Deviation Score for an association measures the detailed geometrical
relationship between the target and track positions. Both the magnitude and
direction of their difference is considered, Due to the complexity of these
calculations, the Deviation Score 1s employed only when the Quality Score
utilization results in a tie between two assoclatlon pairs.

The algorithm for determining the best assoclating target report for a
track depends upon the complexity of the assoclative system linkages. If one
track and one report associate only with each other, that report is selected.
1f several reports asscciate only with one track, the report with the lowest
Quality Score is selected. In case of a tie, the Deviation Scores are
employed as tilebreakers. An analogous dual rule is used when several tracks
assoclate only with one report. Finally, when a many—track-many-report
assoclative system exists, the pairings that minimize the sum of the selected
Quality Scores are chosen. The algorithm that performs these selections 15 a
best first approximation to the optimum solution of a well known decision

technique, called the Assignment Problem.

4.4 Track Update Task

This task follows the target/track correlation task and completes the
sector procesaing functions., Its wmein functions are described below:

4.4.1 Track Initiation

A new ATCRBS track is initiated whenever uncorrelated target reports are
found on two successive scans that appear to have been geunerated by the saume
aircraft. The criteria that are employed in making this judgment are that the

two reportst
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® Be sufficiently near each other that a real aircraft could
traverse the distance in one scan :

® Agree in identity code

® Be close together in altitude
Whenever two reports are found that satisfy these conditions, a new track file
entry is created and placed on the list for the current sector. In addition,

if the identity code of the track is discrete, the track is entered intc the
discrete track hash code table to permit future discrete code correlations.

4,4,2 Track Update

After the target to track correlation process has been completed for a
sector, all tracks which have had their correlation resolved, either
successfully or unsuccessfully, are predicted forward to the next scan. All
tracks initiated during the current sector are automatically predicted ahead.

Tracks that possess correlating target reports, including newly initiated
tracks (whose correlating report is the one that 1led to its £formation), go

h X
through & two-step range and azimuth updating procedure, First, the current

predicted position and velocity are adjusted to reflect the location of the
correlating target report. For a general «, B tracker, this smoothing would
be a compromise between the prediction and the data point positions. The
ATCRBS system, however, employs a 2-point tracker. This means that the
smoothed position becomes that of the correlating report and the smoothed
velocity is determined totally by the last two such reports. After the track
is smoothed, the new velocity estimate £s used to predict the track position
ahead one scan.

The identity code and altitude fields of a correlated track file are also
updated each scan, In general, the target code will agree with that of the
track, 8o no code modification action is required. However, 1f the track is
initiated in garble, several scans may be required to construct the entire
code, Also, the code of an aircraft could change from time to time due to
controller direction. The altitude update simply keeps the most current
altitude of the aircraft In the track file.

Tracks that fail to c¢orrelate must alsoc be updated, although the
procedure is somewhat different. First, 1if the track has falled to correlate
for a specified number of consecutive scans, it is dropped. An exception to
this rule is made whenever the track is passing through the cone of silence of
the sensor. In addition, since no report is present, no smoothing of the
track position, nor identity code or altitude update of the track, can be
made., The mechanism used to predict ahead a coasted track 1s identical to
that for a correlated track.

4.4,3 False Alarm Target Reports

Not every raw target report created by the reply correlation process
corresponds to a real aircraft position. Several inherent properties of the
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ATCRBS system will produce various types of false alarm target reports. To
the extent possible, the surveillance processing subsystem attempts to
identify and eliminate these reports.

The four types of false alarm reports specifically handled by the
software are:

® TFalse targets ~ produced by replies bouncing off reflecting
surfaces '

® Fruit targets - produced when fruit replies coincidentally
correlate

i ® Split targets -~ produced by the failure of reply correlation
to group together all replies emanating from an aircraft

® Ringaround targets - produced by sidelobe replies which were
not suppressed

When any of these reports are identified, the system will take the action
specified by the user, The alternatives he can choose are: (1) immediate
‘ elimination of the reports, (2) marking the reports and not allowing them to
] be wused in correlation or track initiation, or (3) marking the reports but
otherwise processing them in the normal manner. If the third alternative is
selected, any tracks initlated by false-alarm reports will also be marked as
false,

The most serious false—alarm targets are those caused by the reflection
of aircraft responses from bulldings, hangars, or other structures near the
sensor, .thereby causing an apparent aircraft position behind the reflector.
y Depending upon the size of the reflector, such false targets may persist for
] several scans and initiate false tracks. Fortunately, since the reflection
: mechanism 1s deterministic, it is possible to compute the position of the
aircraft whose signal would be responsible for the target. Thus these false
targets can be 1dentified provided the reflecting surface parameters are
known,

4.4.4 Output Reports

The primary output of any ATCRBS sensor is a stream of target reports,
one per scan for each aircraft in the coverage region. In a Mode S sensor
(and in the AMPS implementation of it), two types of reports exist: raw and
polished. Raw reports are those declared through reply correlation. They are
often incomplete in their information fields, and on occasion are due to false
alarms rather than to real aircraft. Polished reports, on the other hand,
have been processed through several software improvement algorithms that make
use of track history information. Those reports felt to be valid are
completed and labelled with a track file number, while those thought to be
false alarms are discarded. In normal circumstances, only reports of the
former type are output to the ATC users.

The format of AMPS output reports is dependent upon which user (display,
tape, ARTS, NAS) is receiving them. Chapters 7 through 9 discuss the output

processing operations.
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5. INTERTASK TIMING AND CONTROL

AMPS 1s a vreal-time, event-driven, multitask system. As such, 1t
requires an extensive structure of timing and control features to handle the
task scheduling and task preemption actions. Furthermore, since AMPS will be
subjected to varylng degrees of processing loads, it must be able to
dynanmically monitor any processing overloads and adjust to them in such a way
as to maintain an acceptable level of performance even in the face of heavy
traffic conditions beyond 1ts capacity.

The basic time interval in AMPS 1is the sweep period, which from a
software viewpoint begins each time the hardware produces an interrupt
signalling the availability of a new buffer of replies. As discussed in
Chapter 4, both the reply processing aund reply correlation tasks should
execute to completion once per sweep interval. The target/track correlation
and track update tasks, on the other hand, need only run once per sector.
Thus they are scheduled on & time-available basis in each sweep period after
the other tasks are completed. With moderate loads, enough time will exist
for the sector tasks to complete their work before the next sector's data is

ready.

In heavily loaded conditions, however, the sector tasks may recelve
little or no time per sweep period to execute, and thus fall progressively
further behind, A fail-soft mechanism has been built into AMPS to prevent
such system occurrences from becoming fatal. This mechanism provides two
recovery procedures to limit input loading and thus permits the sector tasks
to return to time synchronization. When delays are small, the active range of
the sensor 1s reduced to decrease the load; when the delays become large, an
entire sector's worth of replies is dropped. The details of these mechanisms

are discussed in Section 5.2,

5.1 Task Scheduling

The basic mode of task scheduling is one in which the sweep tasks {reply
processing and reply correlation) operate as foreground tasks while the sector
tasks (target/track correlation and track update) operate as background tasks.
Thus, one or the other of the sector tasks is always active while the sweep
tasks should complete each sweep perilod. This timing relationship 1is
discussed further in the next section. Varicus operating system directives
are required to implement the details of this task scheduling procedure. The
scheme described here 1s believed to be optimal in minimizing system overhead.

5.1.1 Reply Processing Task (Figure 5-1)

The cycle for the reply processing task begins in a WAIT state whereln
the setting of event flags 16 and 17 is awaited. The event flag directives
are utilized by the 11/55 executive for inter—task synchronization and
signalling. When the statement "wait for event flag 1" is reached, the task
is suspended until that flag is set by another task or by an 1/0 driver (if
the flag hae alraady bean set, no delay occurs}.
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WAIT

State

Sweep
Interrupt

Y

Process Replies For New Sweep

Issue QIO For Next Sweep's
Replies

Clear Sweep Flags

Fig. 5-1. Reply Processor Task.
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Flags 16 and 17 are set by the DRI1-B and DR11-K drivers respectively
upon completion of the I/0 transfers for a sweep. These actions are not
recognized by the task scheduler, however, wuntil an interrupt occurs (the
11/55 performs task checking only at "significant events” such as interrupts).
Thus the last action of the DR1I-K hardware i1is the generation of the
range-gate—closed interrupt discussed in Chapter 3. At this occurrence, the
reply processing task 1s re-activated. Because it has the highest priority of
any task, it immediately preempts the task currently in execution.

After the processing for the new replies is completed, this task 1ssues
the QIO's for the next sweep's data, A QIO directive instructs the system to
place an I/0 request for a physical device (here the DR11-B and the DR11-K) in
a queue for that device. The QIO structure permits asynchronous buffering of
requests while program execution continues,

Finally, the task c¢lears flags 16 and 17 and enters the WAIT state
pending their subsequent setting by the completion next sweep of the open QIQ
requests. The next highest priority task, reply correlation, is now free to
execute.

5.1.2 Reply Correlation Task (Figure 5-2)

The reply correlation task also begins its processing cycle in a WAIT
state, This task 1is waiting for a "significant event", which for AMPS is
always an Interrupt. In general, the interrupt will be the range-gate-closed
one just discussed. Thus the reply correlation task becomes active at exactly
the same time as the reply processing one. Because of 1its lower priority
though, 1t doesn't start execution until the reply processing task 1is
completed.

Since a few other system interrupts exist, the reply correlation task
first checks to see 1f it was awoken at the proper time. If no new sweep data

exlst, an extraneous activation has occurred, and the task returns to its WAIT

o Sy T
DLALC e

After the reply correlation task has completed its reply grouping and
target declaration functions, it checks the azimuth of the new sweep to
determine whether a new azimuth sector (say N) has been entered. If it has,
and if the sector processing of the two earlier sector (N-2) has been
completed, then the sector processing of the just completed sector (N-1) can
begin, This processing is activated by 1ssuing the directive RESUME for the
target/track correlation task. This directive instructs the task scheduler to
activate a task that has previously suspended itself.

Should sector processing have fallen behind and not yet have completed

work on sector N-2, the 1initiation process 1is held pending that completicn.
Task timing is discussed further in the next section.

28



Sweep
Interrupt

New Sweep to Process

Correlate Replies For New
Sweep

Create Target Reports That

Are Ready

Check To See 1f:

1. Sector Boundary Crossed
2. Surveillance Processing

Waiting

No

RESUME
Target/Track
Correlation

Fig. 5-2, Reply Correlation Task.
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5.1.3 Target/Track Correlation Task (Figure 5-3)

The target/track correlation task is the first of the twoe sector
processing tasks, Its cycle beings in a SUSPEND state, where it had placed
itself following the completion of its functions on the previous sector. When
RESUMEd by reply correlation, it processes the targets for the new sector.
This processing action is preempted each sweep by the higher priority reply
processing and reply correlation tasks,

Upon completing its functions, this task sets to TRUE the global common
varlable CORRDONE, and returns itself to the SUSPEND state,

S5.l.4 Track Update Task (Figure 5-4)

The track update task is the second of the two sector processing tasks.
It performs its sector functions subsequent to the completion of the
target/track correlation task. This completion condition is signalled by the
transition to TRUE of the CORRDONE variable, Upon completion of its
functions, the track update task returns this variable to FALSE. This task
could now SUSPEND itself. However, much operating system overhead is saved by
keeping it active in an 1dle loop. Since this task's priority is the lowest,
idling will only occur when no other task has work to perform. As soon as
CORRDONE returns to TRUE, the idliing ends and processing for the next scan
gsector commences.

5.2 Task Timing

The sweep tasks, reply processing and reply correlation, continually
group replies into target reports. These reports are buffered until an entire
sector's worth have been generated. At that time, the buffer is passed to the
sector processing tasks, target/track correlation and track update, for
processing, Two target buffers are defined in AMPS, 8o that the sweep tasks
can be fi1lling one while the sector processing tasks are processing the other.

The reply correlation task monitors the antenna boresite position to
ascertain when a sector has ended, Referring to Fig, 5-35, when the antenna
reaches position A, all replies from any aircraft in sector N-1 are guaranteed
to have been received. Thus at this point the target buffer for sector N-l
can be passed to sector processing, and these tasks can be RESUMEd for their
next executlon cycle,

On occasion, heavy traffic densities or aircraft bunching may cause
sector processing to fall behind and not be finished with its sector N-2 work
when sector N-1 reports are ready. In such an event, the buffer swap must be
delayed, and sector N reports added to those of sector N-1 in the same buffer.
Only when sector processing finally completes can another buffer be passed to
it, and the 0ld buffer returned to sweep processing for new targets.
Depending upon the amount of delay, four situations may exist:
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Fig. 5-3. Target/Track Correlation Task.
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Fig. 5-4. Track Update Task.
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on time: no delay

slightly late: less than 1/2 sector delay
very late: up to a full sector delay
drop: more than a full sector delay

When either of the last two situations occur, action must be taken to return
processing to time synchronization or else AMPS will soon enter an error state
and halt. (Operational sensors, of course, would be designed to work under
any possible load; AMPS is a test bed system.)

The scheme chosen for overcoming overloads is designed to maintain both
high system throughput and time synchronization. When a very late situation
is detected for the completion of sector N-1 sector processing, the active
ranges for both sectors N-1 and N are decreased by 5% of full range. Thus, 1if
the AMPS range setting 1s 100 miles, successive decreases will reduce the
active range for the sector to 95, 90, 85, and so forth. Both sectors N-1 and
N have their ranges reduced to share the penalty over the two contributing
sectors! the reduction for sector N-1 creates fewer targets for sector N=-1
sector processing, while the reduction for sector N creates fewer replies for
sweep processing, and hence more per—sweep time for sector processing tasks
during the time the sector N-1 sector processing tasks are active.

Should the processing delay deteriorate all the way to a drop situation,
more drastic action is taken. In addition to the range reductions, all
reports in the current target buffer are discarded and no new replies are
accepted for sweep processing. This action should permit immediate return to
synchronization, as no task will have data to process.

The on~time and slightly-late situations are considered normal and
acceptable. Thus ne correction action 1s required. Furthermore, if the
sector range for either sector N-1 or N is at a reduced level, it 1s increased
5% of full range when either condition exists for sector N-l. Thus, the
penalties for temporary overloads are removed as soon as the underlying cause
of the problem disappears. ’ :

The remainder of this section presents timing examples that illustrate
the effects and remedies of various overload situtiona. In each case, the
processing actions for successlve intersweep periods are detailed.

5.2.1 Normal Timing (Figure 5-6)

In the normal situation, both the reply processing amd reply correlation
tasks complete their work each sweep. Furthermore, they always leave time
each sweep for sector processing to be executed. Finally, sector processing
is finished, and in its idle loop, when the time for the next target buffer to
be passed to it arrives. As discussed above, this time 1s one beamwidth
beyond the end of the sector. In the simplified figure, one sweep represents
a beamwidth, and thus sector processing for sector N is initiated following
reply correlation for sweep 1 of sector N+l.
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where:

process data from the hardware.

R¢C is the time needed by Reply Correlation during that sweep, to

process data from RP.

N is the sector number in which that sweep is being processed.

SP is the time needed by Sector Processing during that sweep.
Note that SP works on data generated at least one sector earlier

than the sectors worked on by RP and RC.

Idle represents the time during the sweep when there was nothing

left to do.

Fig. 5-6.
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5.2.2 Reply Processor Overload (Figure 5-7)

Should a very large number of replies arrive on a sweep, reply processing
may not be completed before the next sweep time, In that event, it will not
have issued the QIO commands to the hardware interface. Without them, the
close range gate interrupt will not be recognized, and the sweep data will be
lost, In the figure, sweeps 2 and 3 of sector N are ignored and all replies
lost.

When reply processing finally completes, reply correlation can begin.
The large number of replies on sweep 1 also causes it to be delayed in its
completion, Note that reply corrrelation will process all walting replies
before terminating. Thus, in the period after sweep 1 of sector. N1, it
completes work on sweep 1 of N, then performs all work on replies from sweep 4
of N (2 and 3 were lost), and finally handles the newly received replies.
Only then can sector processing gain time to execute.

5.2.3 Reply Correlaion Overload (Figure 5-8)

In this case, the reply overload was not enough to prevent reply
processing completion but was sufficient to affect reply correlation. The
combination of extra work, reduced working interval, and no lost replies keeps
it behind real-time for the length of the figure., Also, the increased task
swapping work by the executive resulting from the reply processor preemptions
of reply correlation adds to the delay. Note that sector processing never
gets any time to execute.

5.2.4 Sector Processor Overload (Figure 5-9)

The final example illustrates the actions caused by sector N-2 sector
processing falling so far behind that a drop category delay occurs., Reply .
correlation at sweep 1 of sector M+l detects that it can now 1initiate
surveillance processing for sector N-1, but that this action is occurring a
full sector beyond the normal time. Thus, it discards all targets in the
buffer, leaving the sector processing tasks for sector N-1 only overhead and
track coasting actions. In addition, it tells reply processing not to process
any new replies until further notice. Finally, it reduces the active ranges
for both sectors N~2 and N-1.

Since sector processing for sector N-1 has so little processing to do, it
may well complete immediately as shown in the figure. Then sector N sector
processing can begin next sweep. It is found to be very late, but not in a
drop situation. Thus, reply processing is once again permitted to function,
and no more targets are discarded. The active ranges of sectors N~1 and N are

reduced by 5%, however.

Finally, by sweep 1 of sector N+2, normal time synchronization has been
restored,
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Fig. 5-7. Reply Processing Falls Behind.
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Fig. 5-9, Sector Processing Falls Behind.
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6. CALIBRATION

AMPS uses monopulse processing to determine an accurate azimuthal
position for its targets, Unlike the present beamsplitting technique,
monopulse permits an azimuth to be determined from a single reply (actually,
from each pulse in the reply). The details of this process are illustrated in
Fig., 6~1. As shown there, two separate antenna patterns are employed, the sum
(£) and the difference (4). The sum 1s a standard radar pattern, maximum
power at boresite, and symmetrically dropping off in power on elther side,
The difference pattern, on the other hand, has a null at boresite, and grows
anti-symmetrically in power with off-boresite angle, negative phase on one
side and positive on the other.

From the properties of these patterns, it follows that the A/L ratio will
grow from a large negative value at the left beam edge, to near zero at
boresite, to a large positive value at the right beam edge. The AMPS hardware
performs an A/D conversion of this A/I ratio in order to determine a value
that can range over 256 monopulse reference cells. These 256 cells span the
largest possible beamwidth (refer to Fig., 6-1), with cell 128 being at
boresite.

In order to use a monopulse system, a calibration table is required for
the particular antenna patterns being employed. This table states the azimuth
correction to be added to antenna boresite for each of the 236 monopulse
reference cells. Thus, for example, if the table entry for cell 164 is 0.85°,
a reply received by an antenna pointing at 273.42°, whose A/T A/D cell is 164,
has come from an aircraft whose true azimuth is 274.27°. This chapter
describes the method of generating the monopulse correction table.

6.1 Calibration Routine

The first step of the calibration process is to establish an accurately
surveyed location for & transponder which can serve as the source of the
calibration replies. This source's exact range and azimuth relative to the
antenna are entered into the calibration program as site parameters. The
program then gathers a large number of replies from this source from which to
create the correction table. For each such reply, two quantities are
measured. First 1s the A/ A/D value produced by the reply processing
hardware; this value identifies the cell for the reply. Second is the
difference between the antenna boresite as reported by the shaft encoder and
the surveyed azimuth of the source; this value is a gsample of the true
correction value for that monopulse cell, At the end of the program, an
average of the samples for each cell becomes the recorded monopulse table

correction value.

In order to minimize noise effects in this process, a minimum number of
samples (Tl) for each cell 1s required. Cells receiving fewer than this
number of samples have their table values generated by curve fitting as
described in section 6.2, Also, cells whose samples are widely differing in
value are not averaged, but are curve fit instead.
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Fig. 6-1. Monopulse Antenna Beam Pattern.
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The number of samples parameter Tl is determined from the 1length of
calibration run desired by the user. In particular, the number of replies
during the calibration run is given by:

NUMCAS = (BMWDTH/360)*PRF*CALTIM*60

where:

NUMCAS 1is the number of replies

BMWDTH is the antenna beamwidth in degress
PRF is the pulse repetition frequency
CALTIM is the calibration period in minutes

Then Tl 1s the ratio of NUMCAS to the number of cells in the active moncpulse -
table width (not all cells from 1 to 256 will apply to a given antenna; for
example, the AMPS antenna only uses cells from about 50 to 210). The active
widcth is determined prior to the calibration run via a very short first pass
of the progranm.

The calibration run is terminated when a sufficient fraction of the cells
in the active table width have received Tl samples. This number of cells 1is
specified by parameter T2 times the table width, and typically ranges from 1/3
to 1/2 the width., The remaining cells are then curve fit,

Figure 6~2 presents the flowchart of this calibration process., The first
page shows how calibration replies are selected. Since the calibration run
employs the real sensor hardware, replies from all aircraft as well as those
from the calibration source are received. Thus, a range, azimuth, and code
filter is required to Identify source replies. In addition, all low
confidence source replies are rejected, as garble often causes very nolsy
monopulse cell determination.

Page 2 of the figure describes the processing of the source replies. To
detect nolsy samples for a cell, two actions are taken., First, the first T1/2
samples for the cell are averaged, and later compared to the average of all Tl
samples. If a significant difference results, all samples are erased.
Second, samples beyond Tl are rejected if they differ from the current average
by too great an amount, The other action on this page is setting T2, and
halting when it 1s reached. Thias setting occurs when enough replies have been
received to give confidence that the actual table width i1s known.

Finally, page 3 summarizes the actions of actually producing a monopulse
correction table,

6.2 Curve Fitting Algorithm

The above calibration procedure results 1n a subset of the cells within
the table width having their correction values set. The remaining cells are
then set by smoothing these known values., The algorithm, depicted in Fig.
6-3, employs the average of two quadratic curve fits for each point to be
smoothed., Each quadratic 1is computed 80 as to fit three successive known
cells., This insures that every undetermined cell is covered by two successive
such curves, Thus cells 58 and 59 in the flgure are both covered by the two
quadratics Q) and Qjp.
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Fig. 6-2. Calibration Flow Diagram.

43



1. Using Calibraticon Source as Reference, Calculate
Reply's Off-Boresite Angle (AZDIFF)
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Each quadratic is of the general form:

I= a22 + bz + ¢

If we let x|, Xy, and x3 represent the three cells being fit, and y;, vy, and
y3 be their correction values, the cofficients a, b, and ¢ can be derived as

PR

follows:
Let: z=(x=-x3), ¢c ™y

Then: y = alx - x2)2 + b(x - x2) + ¥

yp = a(xy - x2)2 + b(xy; - x3) + ¥
y3 = a(x3 - x2)2 + blx3 - x2) + y2
Thus there are two equations in two unknowns. Solving for a:
y1 (x3 = x3) = a(x; - x2)2 (x3 - x) + b(xy - x3) (x3 = x2) + ya(x3 - x2)

- - x2)% (x] - x2) + B¢

y3 {x] = %) = a(x3 = x3 - xg) + y2{x; - %)

then:
y1 (x3 - x2) - ya(x) = %) = a ((x] - x2)2 (x3 - x2) = (x3 - x2)2 (x1 - x2))

+ y2 ((x3 = x2) - (x1 =~ %2))

i

4]

et
.

8 = (x1 = x3)

43 = (x5 - x3)

Finally:
y1 83 = y3 8 - yp (43 = 84))
a“
A 83 (4 - b3)
and:
y1 - v2 - ab;?
b-
41
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7. AMPS DATA RECORDING

Recording surveillance reports in AMPS serves two basic functions. The
first is to provide a real time database on which to perform data analysis,
The data analysis 1s of a type which provides both qualitative and
quantitative ianformation about the real traffic scenario and algorithm
performance. The second -funection 1s to permit a replay of a particular
real-time run or segment of a run which might be of particular interest.

The data recording is performed on a model TUlQ DEC tape drive, capable
of 9 track NRZI at 800 bpi. Surveillance data is recorded each sector by the
track update task in a Sensor Demonstration Program (SDP) format. A data
record in this format 1is described in Fig. 7-1. The acronyms wused in this

figure are:

IBLK is a term used to identify a block of data.
NWDS is the number of 32 bit words in this IBLK.
NRPTS are the number of surveillance reports in this IBLK.
NTRKS are the number of survelllance tracks in this IBLK.

7.1 Parameter Blocks

The "800 + sector #" IBLK, which begins at word 21 for each record,
contains run-time hardware and software measurement parameters which can
change dynamically during a real-time run, There is a set of 4 such IBLKS,
801, 802, 803, 804, one for each of the first four sectors past North, The
information in each of these four blocks is presented in Figs. 7-2 through

7“'50

7.2 Target Report Blocks

The format of a target report block, with notes to aid 1in 1its
understanding, 1is presented in Fig. 7-6. A more detailed description of the

speclal bits follows:

a. Test Target

The AMPS test target is either the CPME report, or the special internal
pseudo-target,

b. Edited-out Target

1. False targets: See c. below.
2. Fruit targets: A fruit target results when two aircraft

replies sent in response to interrogations from other
gensors are recelved at the local sensor and correlated.
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Word

16
17
18
19

20

o
=]

38
39

40

42
43

44

X = 44 + NRPTS * 10
X+1

X+ 2

Y = (X+2) + NTRKS*16

16 bitg e———————p

Description

IBLK = 13

This block contains no surveillance

NWDS = 8 data, It is present only to iden-
I
i tify a new record, or sector.
)
1
I
IBLK = 632 These two header words identify the

Sector # | NWDS = 2

time that reports were bagun to be puf
into the target buffer for the sector

Time Hi

Time Lo

Two words of time

(millisebtonds}

IBLK = 800 + Sector #

Header words of special system
performance monitoring data record-

NWDS = 9 ing blocks.
; The 16 words of
: system performance monitors
)
IBLK = 633 Identify the time that reports were

a3

Sector # | NWDS =

transmitted from the system.

Two words of time
i
1

{milliseconds)

Identify the surviillance target

IBLK = 631
NRPTS NWDS = 7 report block for éhis sector.
: 10 word block segments
} for each surveillance report
{
IBLK = 999 Identify the surveillance track
NTRKS NWDS = 7 file recording block for this sector.
: 16 word block segments for each
! surveillance track file entry
Fig. 7-1. AMPS Tape Record.
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Word

»

32 bite

L

AMPS Performance Block #1. Recorded
with Sector ‘1 from North -

# Words = 9

P.M. Word #1, Pl Pulse Power in’
Watts (LSB = 10W)

P.M. Wotd #2. P2 Pulse Power in

Watts (LSB = 10W)

P.M. Word #3. dB L (LSB = 1dB), The
quantized sum video signal from
directional antemna

P.M. Word #4. dB §I (LLSB- = 1dB). The
received omni signal from the omni

directional antenna.

P:M. Word #5. .  A/I for A=+ in degrees
(LSB = .1°).

P.M. Word #6. - A/L for A=-L.in de-

grees {(LSB = .1°).

Wor
o

: d
B= .1

#
)

«

. AJI for A = 0 in degrees

P.M. Word #8. T noise in MV

(LSB = 10 MV),

P.M. Word #9. § noise 4in MV
(LSB = 10°MV) . .

P.M. Word #10. First error word.

P.M. Word #1l. - Second error word.

Sensor Range. In counts, LSB = 1/256

nmi.

Pulse Repetition Frequency (PRF).

System Run Status. Standby # 0;

Run = 0 (countdown)

Scan Interval (16 bits in milli-
seconds.

Hardware Operational Mode.
nal = 0; External # 0

Inter-

Fig. 7-2, AMPS Hardware Performance Monitor Data.
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Word

32 bits {

AMPS Performance Block #2 Recorded

with Sector 2 from North. # Words = 9

Active Range (AR) AR AR AR

for Sector l(nmi) for Sector 2 for Sector 3 for Sector 4
AR AR AR AR

for Sector 5 for Sector 6 for Sector 7 for Sector 8
AR AR AR AR

for Sector 9 for Sector 10 for Sector 11 for Sector 12
AR AR AR AR

for Sector 13 for Sector 14 for Sector 15 for Sector 16
AR AR AR AR

for Sector 17 for Sector 18 for Sector 19 for Sector 20
AR AR AR AR

for Sector 21 for Sector 22 for Sector 23 for Sector 24
AR AR . AR AR

for Sector 25 for Sector 26 for Sector 27 for Sector 28
AR AR AR AR

for Sector 29 for Sector 30 for Sector 31 for Sector 32

Fig. 7-3.

Active Sensor Range.
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Word

32 bits )

53

AMPS Performance Block #3 Recorded # Words = 9
with Sector 3 from North.
The total number of hardware gen- The number of replies attempted to
erated replies last scan. be processed by software last scan.
The number of replies that fit into The number of replies processed to
the software reply buffer last scan. form target reports last scan.
The total number of target reports The number of target reports sent to
formed last scan. the correlation/tracker last scan.
The total number of interrogation The number of sweeps which had suf-
sweeps last scan. ficient time to be processed fully
last scan.

The number of sweeps which did not The number of sectors sent to the
have time to be processed at all correlation/tracking functions with-
last scan. out any delay last scan.
The number of sectors sent to the The number of sectors sent to the
correlation/tracking functions correlation/tracking functions very
slightly late last scan. late last scan.
The number of sectors dropped from The total number of tracks in the
the correlation/tracking functions system last scan.
last scan.
The total number of correlated and The total number of uncorrelated and
updated tracks last scan. coasted tracks last scan.

Fig. 7-4. AMPS Software Surveillance Processing Characteristics.
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32 bits

L T4

AMPS Performance Block #4, Record-
ed with Sector 4 from North.

# Words = 9

CPME Range in counts (LSB = 1/256
nmi).

CPME azimuth in counts (LSB =

360/216 degree).

Range difference between measured
CPME and surveyed CPME in counts.

Azimuth difference between measured
CPME and sutveyed CPME in counts.

CPME Mode A code.

CPME Mode A code confidence.

CPME Mode C code (altitude).

CPME Mode C code confidence.

CPME special bits.

Number of replies
for CPME target
(6 bits)

CPME track number
(10 bits)

CPME Mode 2 code.

CPME Mode 2 code confidence.

Range of pseudo target generated by

hardware in counts (LSB = 1/256 nmi.

Azimuth of pseudo target generated by
hardware in counts (LSB = 36G/216

degrea).

Number of replies ]| Pseudo target
for pseudo tar- track number
get (6 bits)., (10 bits).

Number of hard-
ware pseudo tar-
gets last scan
{8 bits).

Number of CPME tar-
gets last scan
(8 bits).

rFig. 7-5,
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= 16 B1itS

<+

Range

Azimuth

Mode A Code

Mode A Confidence

Altitude Unused
(4)
Altitude
Altitude Confidence] Type (4)
Special Bits
#A #C Correlating
Replies } Replies Track No.
(3) (3)
#2
Mode 2 Code Replies
(4)
Time in
Mode 2 Confidence System
(4)
Fig. 7-6. (1 ef 2)

IBLK 631 Target Report
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Note:

Range LSB is 1/256 ami

Azimuth LSB is 360°/216 degrees

Mode A confidence is same order as code, "0" = high confidence
Altitude is in either flight level or bits depending on altitude type
Altitude confidence is “0" = high confidence

Altitude type 1s 4 bits of information

where: 0 flight level
1 garbled level
2 no replies of this mode
3 garbled brackets
4 clear brackets

The following are the special bits:

Test targets

Edited out target

False target

Boresight target

Radar reinforced

Code in tramsition
Potential swap target
Swap performed
Reconstructed target
Discretely correlated
Velocity reasonableness used
2-on~2 or many-on-l case
Many-on-many case
Deviation score used
Turn detected

Code improved

Some special bits are used to filter out the display of some types of
reports, or to flag certain displayed reports. Others are used during
the post real-time analysis processing. Refer to Section 7.2 for a
description of special bits.

#A replies is the number with this target of that mode.

#C replies is the number with this target of that mode.
Correlating track number 1s the AMPS track with this target.
Mode 2 Code, confidence and replies are self explanatory.
Time-in-system is quantized to LSB = 1/8 sec.

Fig. 7-6. (2 of 2) IBLK 631 Target Report, Notes
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3. Split targets: A split target occurs when the reply
sequence from an aircraft 1is separated by reply
correlation into two or more target reports due to
certain system defects such as an out—of-spec
transponder.

4, Ringaround targets: These targets are defined as
those targets formed by high elevation angle, short
range, sidelobe replies which are not flagged as
sidelobe because of the failure of the antenna
patterns in that region.

¢. False Target

These are targets caused by the reflection of aircraft replies from
buildings, hangers, or other structures near the sensor. They appear to be
aircraft positioned behind the reflector.

d. Boresight Target

If sufficient monopulse estimation information is not available for a
report, and a simple beam-splitting or averaging method 1s employed to
estimate its azimuth, the target is sald to be a boresight target.

e. Radar Reinforced: Not currently used.
f. Code-in-Transition

This bit is set whenever a target report code disagrees with the code of
the correlating track.

g. Potentlal Swap Target

Whenever two target reports are sufficiently near one another that code
swapping might be required to correct reply correlation errors, this bit is
set for both reports.

h. Swap Performed

If the processor actually performed the code swap routine on this target,
this bit is set.

i. Reconstructured Target

Replies from an out-of-spec transponder may result in the creation of two
target reports for one aircraft, each report representing only one mode. The
processor identifies these cases and creates a single target report.

j. Discretely Correlated

Refer to Section 4.3 for correlation method.
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k. Velocity Reasonableness Test Used

This bit 1is set for a target report which entered a test with a
potentially correlating track to judge the reasonableness of the required
ailrcraft velocity change.

1. 2-on-2 or Many-on-l Case

This bit is set for reports which were part of one of the following
assoclation cases:

i 2 tracks with 2 targets.
ii Many tracks with 1 target.
iii Many targets with 1 track.

m., Many-on—-Many Case

This bit is set for reports which are part of association situations with

at least two reports and two tracks Together with the previous bit, this
w tna ha idantified.

aliows all possible assoclation con ong to be identified.
n. Deviation Score Used

Each target/track association is given a score, which is a measure of the
certainty of the association. Should a complex association create scores that
are ties among the target/track pairs, a deviation score algorithm is wused to
break the ambiguity. The algorithm uses the geometric differences between the
track/target pair and indicates the likelihood of the alrcraft under track

o, Turn Detected

This bit is set when the turn detection algorithm confirms a turning
track,

p. Code Improved

This bit is set when the report's code and confidence values are improved
by making use of the track code and confidence.

7.3 Track Report Blocks

The format of a track file block 1s presented in Fig. 7-7. Many of the
fields are identical to those of target reports. However, the ones that are
unique, and the special bits (which have different meanings), require a
detailed understanding of surveillance processing. The reader is referred to
Chapters 8 and 9 of Ref. 3 for a detailed discussion.
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16 Bits

Y

Range

Azimuth

Mode A Code

Mode A Confidence

Altitude

Altitude Miss
Count

Altitude Confidence Altitude
Type

Special Bits

History ] Correlating

Firmness | b ness Report#

Azimuth Rate

Ground Range

Ground Range Altitude

Code
Last Mode A Miss
Count
Last Mode A Conf Turning
State
Track Confidence
Life Count

Track Number

Fig. 7-7. AMPS Surveillance Track.
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8. AMPS DATA DISPLAY AND OUTPUT

The AMPS processor has the capability of recording data, as well as
supporting the real-time display of surveillance target reports. Three
different external facilities may be interfaced to AMPS, no more than two at a
time. These facilities are: (1) Megatek Display, (2) NAS, and (3) ARTS.

a., Megatek Display

This display, an integral part of the AMPS system, is its primary visual
medium. The design and capabilities of the MEGATEK display are discussed

later in this report.

b. NAS

AMPS has the capability of interfacing directly with a NAS enroute flight
faciility.

c., ARTS

~ AMPS  also has the capability of interfacing directly with an ARTS
terminal flight facility.

The interfacing for each entity is accomplished through a dedicated
microprogrammable interface which resides between the 11/55 preocessor and the
outlying facilities. Each interface board 1s programmed to output the
surveillance data in the proper format for the desired facility. Details of

the microprocessor are found in Chapter 9.

8.1 OQutput Buffer

The surveillance processor in the 11/55 sets up a buffer (IOBUFF) of
target reports in the format described in Fig. B8-1. When surveillance
processing 1s completed for a sector, a QIO output is initiated for each
desired device channel with the surveillance data for that sector. The 11/55
has three separate output channels (DR11-B's), one for each of the three

microprocessors.

The maximum number of repo er se . hi
plus a sector header block, 1 es that the maximum t
510 words. If an allowance is made for 4 sectors of data in the 10BUFF at one

time, the total storage required is 2040 16 bit words.

8.2 Buffer Structure

The microprocessors handling the I/0 between the 11/55 and the external

facilities perform the reformatting required by each facility. Although these
microprocessors unburden the 11/55 from having to reformat the data, the
relatively slow data transmission rates require that the data be buffered. A
mechanism was developed which allows for a maximum of 10 pending QIOs (in the
proceas of completing) to exist at the same time to make up for the slower

microprocessor 1/0 channels. The 11/55 executive services handle the detalls

L.. 88 ~wad cuom

- o = [P "
of this multi-buffering.
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WORD

10

X = 10 + NREPTS * 10

Fig. 8-1.

Note:

Mote that the ten words preceeding the first report are the minimal number

of words which go out each sector.

H 16 Bits ﬁ

IBLK = 6732
Sector # NWDS = 2
n——
Time Hi
ﬁL Time Lo
H__ IBLK = 633
Sector { NWDS = 2
XMIT Time Hi
P 44
XMIT Time Lo
IBLK = 631
NREPTS NWDS = ?

P o |
Surveillance Beports

10 Words/Report

The definitions of the target report data fields are as shown in Fig. 7-6,

{Sector Header Message).

61

Surveillance Output Buffer.

They define the start of a new sector



The IOBUFF format is shown in Fig. 8-Za. The QIO numbers (1-10) for each
sector output, 1in particular for each 10 word block, are stored in an array
called TONUM. The QIO number for each 10 word block may then by directly

retrieved whenever necessary. See Fig. 8-2b.

Each 10 word block in TOBUFF has the starting address for that block
stored in an 1I/0 address array called IOADD. IOADD is initialized using the
operating system Get Address Directive. Since a QIO for a sector may be
issued from anywhere within the TOBUFF, the correct starting address must be
given as part of the QI0 directive. This array facilitates the address
retrieval. See Fig. 8-2c.

The 1/0 status array 1s shown in Fig. 8-2d. This array maintains the
status of each of the 10 possible QIO requests for each of the 3 possible
ocutput devices. Whenever a QIO is issued, the array elements for that request
that correspond to the devices selected are set to indicate pending status.
As each transfer is completed, a QIO completion condition is returned, and the
corresponding array element can be set to clear status. When all 3 array
elements for a QIO are clear, the QIO 1s known to be finished. The QIO
storage blocks (known via the IONUM array) are then free to be used by
subsequent sectors.
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jt—16 BITS ~——=

10 WORD BLOCK

.
.
.

SECTOR/TIME
BLOCK SECTOR L

REPORT
1

REPORT
2

REPORT
8

SECTOR/TIME
BLOCK SECTOR M

REPORT
1

REPORT
2

REPORT
7

I/9 BUFFER

a

BLOCK

1

n

12

13

19

2!

22

27

Fig. 8-2.

ADDRESS
OF BLOCK

n

12

13

20

21

22

27

204

|/¢ BLOCK

I/¢ Data Structures.

'O NO.
. 1
. 2
: 3
: 4
: 5
. 6
MEG
NAS 7
ARTS
MEG
NAS | 8
ARTS
. 9
. |0
I/@ STATUS
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9. AMP

- @ [

MICROPROCESSOR INTERFACE

The AMPS surveillance computer is connected to external devices through
microprocessor—controlled interfaces as depicted in Fig. 9-1. Each interface
is a single board located in a DR!1-B direct-memory channel., The present
configuration of AMPS has three of these channels. The first interface 1s to
a Megatek intelligent graphics display, the gsecond communicates with NAS sites
through two data lines, and the third communicates with ARTS gites through a
single data line (see Fig. 9-2). Each interface performs all necessary data
reformatting, thus relieving the load on the main computer. Since the
interface has a small computer in 1it, different data formats may be achieved

by reprogramming the interface.

The interface hardware consists of a Motorola 6802 microprocessor, 128
bytes of RAM, 1 K bytes of ROM, two synchronous serial output ports, a parity
generator, and auxilliary logic for communication with the DR11-B channel.
The ADCCP (ARTS) interface replaces the syachronous channels with a single
ADLC communication port. Otherwise, the only differences among the interfaces
is the software contained in the respective ROMs. Figure 9-3 flow charts the

o PR g Y

microprocessor software.

Functionally, each interface program is identical. A main program is set
up which loops upon itself, seeking to acquire target reports from the
computer by interrogating the DRI1-B channel. Each report is composed of 10
16-bit words which are transferred through the channel. Once the report has
been transferred to the interface memory the necessary reformatting 1s done.
The main program seeks to keep its buffers full of processed target reports.
Meanwhile, the output channels are transferring the report data to the outside
world. Whenever a channel needs data, it issues an Interrupt to the

Wil oA e TTaAT RN ¥ - A = LR t-1Y 38 L] L= = UL

microprocessor. The processor responds to the interrupt by either sending the
next data byte from the target-report buffer, or, if there is no target report
presently available, by placing the channel in an idle mode until a report is
available. Figure 9-4 describes the microprocessor interrupt routine,

The address space of the interface computer 1s arranged so that RAM
occuples the first 256 bytes and ROM the last 1 K bytes (RAM addresses 0000 to
 OOFF and ROM addresses FCOO to FFFF, all addresses in hex). The 16 bits of

data from the DR11-B come into ports at addresses AQOO and BOOO. The data
ports are addressed at 4000 and 5000. (The ADLC oun the ADCCP interface is at
4000). The status of the DR11-B is read by a port at 8000. A request for
data to the DR11-B is made by addressing 3000. For further hardware
description, see the schematic diagrams.

9.1 Megatek Interface Software

The Megatek driver program 1s the simplest interface program, as no
reformatting is necessary. The inteface simply transfers data blocks intact.
Figs. 8-1 and 7-6 describe the format of these data blocks. The program
employs double 24-byte data buffers, with one being filled in parallel with
the transmission of the other. There 1is a preamble contalning one fill
character, hex FF, and three synchronization characters, hex EA. This

preamble is followed by the 20 bytes of a target report. Note that the
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DR-11 B
INTERFACE
, HIGH BYTE
RAM i
128 BYTES . INPUT PORT {7
16-BIT DATA
OUTPUT
PORT
ROM LOW BYTE
1024 BYTES l t INPUT PORT /A
DATA BUS
(ev?oz PROCESSOR |
ITH CLOCK AND
128 BYTES OF | 2oieos [ ¢ ISTATUS  prZzz7
INPUT PORT
RAM)
REQUEST I $—IGENERATOR SIGNALS
CYCLE -
REQUEST OMA
REQUEST
L | CLOCK
SYNCHRONOUS DATA
T RS-232 INTERFACE
SYNCHRONOUS CLOCK
RS-232 INTERFACE DATA

Fig. 9-1.
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NAS
2 CHANNELS

A

(ARTS)
ADCCP

)

MEGATEK

ey

POP 11765

Fig. 9-2. Interface Data Lines.
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START

Y

ISSUE
CYCLE
REQUEST

GET 16-BIT
WORD OF

TARGET
REPORT
L

r

REFORMAT
REPORT IN
CUTPUT
BUFFER

Fig. 9-3. Flow Chart of the Microprocessor.
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synchronous channels transmit the least-significant (rightmost) bit first.

Note also that the Megatek driver used only one of the synchronous ports as

shown in Fig. 9-2. The transmission on the data line consists of 8-bit

characters with odd parity appended. The data rate is 9600 bps, as determined
by the clock signal from the Megatek.

9,2 NAS Interface Software

The NAS driver program 1is complicated by the need to drive two
simultaneous data channels. Algo, the dats format vrequired by NAS is very
different from that of AMPS as NAS uses 12-bit words with odd parity. The NAS
target report consists of seven 13~bit fields as shown in Fig. 9-5 with an
appended synchronous field, also 13 bits. Since the microprocessor is an
8-bit machine, the data fields must be packed end-to-end in a 13 byte buffer
by shifting them in one bit at a time. Care must be taken to reverse the bit
ordering of data, since the channels require the least-significant bit first.,
The NAS program is organized with four independent data buffers. At any
moment, two buffers will be in the process of output while a third dis being
filled. Program timing is such that two buffers can be reformatted and filled
in the time required to transmit one buffer. Thus, the main program loop is
nearly always left waiting for an empty buffer to fill. The subroutine that
gets data from the DR11-B is the same one used by the Megatek software. The
synchronous channels are incapable of deriving the parity of a 12-bit word, so
an external parity generator is used. The parity generator returns the parity
of an 8-bit value. A software subroutine uses this hardware to develop the

parity of a 12-bit entity.

A NAS target report consists of seven data fields. A synchronization
field is appended to each report in a buffer, and sync fields are transmitted

between reports. If no full buffer 1s available, a buffer full of syncs is
1s are run at 2400 baud. The channels transmit full buffers

= n
gsent. Both channels

on a first—-come-first-serve basis.

The data block coming through the DR11-B channel from the AMPS computer
contains sector—header messages. These 10 word data blocks give data on the
sector boundary. NAS cannot use these messages, so the NAS interface detects
these messages and ignores them. It will transmit only reformatted target

reports.

9.3 ADCCP (ARTS) Interface Software

This interface must reformat data for the ADLC communication protocol
required by ARTS sites. Most of this protocol 1is handled by the ADLC

circuitry on the interface card. Both target reports and sector messages are
le data line at 9600 baud.

{59 8y - L o

reformatted. The ADLC drives a sing

The ADCCP program is much like the Megatek driver. It also uses double
buffers, and the subroutine to access data through the DR11-B is identical.
The last transfer of any buffer must be handled specially for the ADLC. A

speclal data port receives only the 1last data byte of each buffer, thus
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#BG___{ MSG G ) mMsc
FLD { BIT] BIT FLD| BIT| BIT
CNT{ CNT | NO. BEACON CNT ] CNT | NO. BEACON
1|12 1 RTQC/TEST 3 112 |27 | MSB 2048 ACP |
11 2 1 11 | 28 1024
10 3 1 10 | 29 512 __ |
4 MODE 2 9 130 { gsnvury 256 smamed
8 5 MODE 3/A 8 | 31 (12) 128
7 6 MODE C 7 {32 64
6 7 IDENT 6 | 33 32
5 8 RADAR REINF. 5 | 34 16 o]
A 9 7700 4 |35 8§ |
3|10 7600 3 |36 4
2 |11 FRA 2 |37 2
1112 AF 1 138 |LsB 1 AcP
0 |13 PARITY 0 {39 PARITY
2 |12 } 14 MSB 128 WM 4 | 12 | 40 | AIMS PRESENT
11 | 15 T a— 11 | 41 | MSB ATMS
10 | 16 32 ] 10 | 42 | LSB AIMS
9 )17 fravcE 16— 9 143 ! DISCRETE
8 | 18 (11) 8 e 8 | 44 |} MODE 2 "X
7 |19 A 7 | 45 | MODE 3/A "X"
6 | 20 2 6 | 46 | MsB 4 SEC |
5 {21 1 5 | 47 2
4 | 22 5 ] 4 | 48 | TIME IN 1}
3123 25 3 149 | STORAGE (6) 1/2__ |
2 {24 SB .125 NM 2 {50 /4 |
1] 25 SPEC. TGT. 1 |51 |Lss 1/8 SEC
0 | 26 PARITY 0 | 52 PARITY
Fig. 9-5. NAS Report Format.
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71

#BG MSG #BG MSG
(FLD ]| BIT | BIT| FLD{ BIT | BIT
CNT | CNT | NO. BEACON CNT | CNT| NO. BEACON
5 112 |53 Al 7 112 179 | SIGNxO = +, 1 = —
11 | 54 A2 11 | 80 102400
10 | 55 _Al 10 | 81 51200 ____|
9 | 56 B4 9 | 82 25600 ___]
8 } 57 | MODE 3/A _B2 8 | 83 12800 .
7 | 58 | cobE (12) _BL | 7 | 84 | MODE 6400
6 | 59 C4 6 185 | C Alt. 3200 ____
5 160 _Cc2 5 186 | (11) 1600
4 {61 1 4 | 87 800 —
3 |62 D4 | 3 | 88 400
2 |63 D2 2 189 200
1 |64 D1 1190 100
0 {65 PARITY 0 ]9 PARITY
6 {12 | 66 D4
11 | 67 cl
10 | 68 AL
9 | 69 C2
8 |70 | MoDE 2 A2
7 |71 }copE (12) C4
6 |72 A4
5 |73 Bl
4 |74 Dl
3 175 _B2 |
2 176 D2
1 77 B4
0 {78 PARITY
Fig. 9-5. NAS Report Format. (Con't)



signalling the ADLC to perform CRC generation and to append a special flag to
the nessage being transmitted. The ADLC interrupt is disabled between data

block transfers, since the ADLC circuitry is capable of maintaining the data

line between data transmissions. (It sends a continuous stream of “flags").

L* - -y ¢

The ADCCP data format is given in Figs. 9-6 and 9-7.
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FIELD
# BITS

P
1D LIVE/ SECTOR M TIME
FLAS |51 0 | pLaveack | YNYSEP | NumBER SSION )
8 3 1 4 lisB 8 wmselisB 32 MSBI )
vy
{
TRANSMISSION TIME CRC FLAG
/.
[ LSB 32 MSBi{MSB 16 LsB| 8
J

Fig.

9-6. ADCCP Header Format.




L4

FIELD | FLag | 'P |RADAR | MODE | MODE | CODE | CODE RANGE
# BITS 110 | sus 3/A c 7700 | 7600 LSB = 1/256 nm
8 3 1 1 1 1 [Ls8 16 MSB|
{ -
AZIMUTH MODE 3/A CORRELATING ’
MSB = 180° UNUSED|Dy02D4C1C2C4B1BoBa A AIUNUSED TRACK # -
LB 16 MsB| 4 12 4 |LsB 12 MsB|
), {
TIME IN |RELAY | CONF |CODE IN |RADAR REA
UNUSED MODE C UNUSEDl STORAGE | MODE | MODE A | TRANS |INFORCED| FAA
. 4 12 4 L a4 M 1 1 1 1 .
} p
|
, FLIGHT LEVEL ¢ s
MODE C LSB = 100 ft FALSE TEST
=1 LSB 12 MSB TARGET |SP1 | TGT CRC FLAG
] 1 1 18 8 .
. 2
MODE C | UN- ALTITUDE
- USED TYPE
| 8 lLsB 4 MSB
ALTITUDE TYPE CODES:;
GARBLED FLIGHT LEVEL =1
NO REPLIES =2
GARBLED BRACKETS =3
CLEAR BRACKETS =4 _
Fig. 9-7. ADCCP Report Format.



1. AMPS HARDWARE OPERATIONS

The AMPS processor hardware consists of three racks of equipment: a
single Lincoln Laboratory-built rack, which 1s the AMPS  hardware reply
processor, a Digital Equipment Corp. 11/55 central processing unit, and a DEC
TULG wagnetic tape controller and drive. Operating procedures for enabling
the AMPS system are described in this chapter.

10.1 AMPS Hardware Reply Processor

There are three sets of switches 1o thils rack: (1}  Power Supply
hoo {2Y AMPSY gvetem control swi fr-'hnﬂ’_ and (3) azimuth geactor select and

Crri + -~
OWALLLHCS ) (4 Ao oyoula LUHWAUVL Swallulls

reset switches. The power supply and AMPS system control switches are om the
outside bottom and top halves - of the rack. The azimuth sector select and
reset switches are inside the tep half. Refer to Figs. 10-1, 10~2, and 10-3

for sketches of the panels of::this rack.

1051.1 Power Supply Switches

To turn power on the reply processor rack, the following switches must be
set: .

1. The 3 switches on the monopulse processor portion of the rack.

3. The 12V, 15V, and 5V -logic supply switches.

10.1.2 AMPS System Control Switches

These switches are the following:

1. Range: sets up the range gating parameter for the hardware.
2. Trigger Source: sets up the mode of operation for AMPS.

i. Standby -~ system 1s idle. No replies come through for
processing.

i1i. Internal - when AMPS runs off its own transmitter, an internal
PRF is set by this switch.

1ii. External - when AMPS is slaved to another transmitter with a
high PRF, the + N setting produces the proper PRF for the AMPS
hardware.

10.1.3 Display Select Switch

The position of this switch controls which performance monitor (PM)
values are to be displayed in the LEDs.

~d
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TRIGGER SOURCE .
@

RANGE @
ol4

@
RF BOX ALARM
PARAMETER
FAILURE
INDICATORS
seo o0
TR XX BAABA
P.M. DATA
SWITCHES
ALARM DISPLLAY SELECT
‘
RESET

& ALARM DISABLE

Fig, 10-1., AMPS Rack Front Panel.
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MONOPULSE PROCESSOR 000

IF BOX
3 SWITCHES
[e 0 o o o @ ]
Le * o = o] MONOPULSE
DIGITIZER
[ A N A I

1 SWITCH

m

12V

I

. —
11

J 5V LOGIC SUPPLY

Fig. 10-2. AMPS Rack Power Supply.
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PERFORMANCE

MONITOR -
LIMITS

& g g
MSB- LSB
g g g 3 g

AZIMUTH SECTOR LIMIT SWITCHES

3 3 g 3 3

ALARMRESET" ALARM. INDICATORS

3 g
AZIMUTH
LIMIT

Fig. 10-3. AMPS Rack Azimuth Select Panel,
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10.1.4 PM Data Switches

These switches select the PM parameters to be recorded.

10.1.5 Azimuth Sector Select and Reset Switches

These switches are found inside the upper half of the AMPS hardware
rack.

The AMPS reply processing hardware has the ability to select an azimuth
wedge in which replies may be processed. This wedge is enabled and disabled
by the AZIMUTH LIMIT switch. The Azimuth Sector Limit switches select the
starting and ending sectors of the wedge.

The principal use of the azimuth sector select switches is to define an
azimuth window around the AMPS calibratiom source. The sector limit switches
may be selected in a range from sector 0 to sector 31 by the AZIMUTH BEGIN and
END switches. Each switch position is a binary representation of an azimuth
sector.

When a calibration is to be performed, first the AZIMUTH LIMIT switch
should be turned off. Next, the sector begin and end limits should be set
sufficient to cover the azimuth sector of the calibration source. The last
operation should be to turn the AZIMUTH LIMIT switch on.

10.1.6 Alarm Indicators

There is an audible alarm (Fig. 10-1) which is enabled whenever there 1is
a system fallure. The parameter failure indicators flag what part of the
system falled. The alarm disable switch turns off the audible alarm and the
reset button clears the failure indicator lights.

The alarm indicators beneath the azimuth sector switches (Fig. 10-3)
monitor the failure of RF and IF parameters. The alarm reset button is used
to turn the indicator lights off.

10.2 11/55 Operations

Although there are many separate software processors in AMPS, such as
system checkout, calibration, surveillance processing, playback, and analysis,
there 1s only one standard bootstrap procedure. The bootstrap loads the 11/55
memory with the processor requested. In a sense, the bootstrap gives the
11/55 the intelligence to run a particular set of functions.

The TU10 magnetic tape drive reads the program tape containing the
process. The mounting and dismounting procedure is as follows. {Refer to
Figs. 10-4, 10-5, and 10-6).

10.2.1 Off-Line/On-Line Switch

The tape mounting procedure is performed with the unit in the off-line
switch position. In order to have the tape transport accept commands from
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r I | ¥
LD [fENDIIFILE!

! PWR LOAﬂFﬂ DY || BT PT ||PROT!
|r OFF '] | " ey | i
LINE SEL {|WRT “ FWD II REV ] REW

START

ON- LINE
OFF -LINE STOP
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Mounting Tape

Step
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Procedure
Apply power to the transport by
engaging the PWR ON switch at

the bottom of the tape rack.

Ensure that the LOAD/BR REL
switch is in the center
position.

Mount the file reel onto the
lower hub.

Place LOAD/BR REL switch to

the BR REL position.

Unwind tape from the file re
and thread the tape over the

tape guides and head assembly
as shown in Figure 10-5.

atl
c1

Wind about 5 turns of tape onto
the take-up reel.

Set the LOAD/BR REL switch to
into the vacuum columns.

Select FWD and depress START
switch to advance the tape
to the load point. When

the BOT marker is sensed,
tape motion stops, the FWD
indicator goes out, and the
LD PT indicator comes on.

Mounting Tape.



TAPE GUIDE —

POSITIVE

CAPSTAN

TRANSPORT wWiLL
AUTOMATICALLY

SHUT -DOWN HEAD TAPE GUIDES (2)
(FAIL- SAFE CONOITION)

/—n/w ERASE MEAD ASSEMBLY

TAPE WiLL BE SUPPLIED TO
OLUMN ( TAKE -uP

C
REEL TURNED OFF} NOTE TAPE 1S AUTOMATICALLY -

DRAWN INTO VACUUM COLUMNS
WHEN LOAD/BR REL SWITCH
1§ SET TO LOAD POITION

TAPE GUIOE

LEFT VACUUM COLUMN —.]
' FILE MEEL
TURNED ON

TAPE wilL BE EXTRACTED
FROM COLUMN ——
(TAKE -UP REEL TURNED ON)

TRANSPORT wili
AUTOMATICALLY

SHUTY DO wy -=——
{FAIL-SAFE CONDITION}

MGHT ACUUMN
/ L COLUMN

FILE REEL

. d, K TURNED OFF

VACUUM CHAMBER PORT ; :
(7O VACUUM MOTOR) ,

cP Qir
Fig. 10-5. Tape Threading.
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Step

Dismounting Tape

Procedure
Make certain the ON-LINE/OFF-LINE switch is set
to the OFF-LINE position.
Set START/STOP switch to STOP position.
Set FWD/REW/REV switch to REW position.
Set START/STOP switch to START position, The
tape should rewind until the BOT marker is reached.
Set LOAD/BR REL switch to BR REL position to
release the brakes.
Gently hand wind the file reel in the counter-
clockwise direction until all of the tape is

wound onto the reel,

Fig. 10-6, Dismounting Tape.
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the controller when the transport is selected by the program, the switch must
be placed in the on-line position.

The transport is fully on when the PWR, LOAD, RDY, LD PT, and SEL
indicators are lit,

10.2.2 Read/Write Rings

This 1is a brief reminder of the significance of the tape read/write
rings. If the tape rings are removed from the hub, the tape is considered
file protected and the FILE PROT indicator will be lit. The processor will be
unable to write on the tape and will not give the user any indicatiom that it
is attempting to do so. Care should be taken to insure that certain classes
of tapes in AMPS are never mounted with write rings. These classes are listed

here and will be defined later.
ape which do not require write rings are:

(1) Program Tapes
(2) Parameter Tapes¥*

Tapes which will require

SL
2]
[
or
13
]
[
b=
Gft
s
[11]

(3) Data Tapes
(4) Parameter Tapes**

10.2.3 Front Panel Switches

Once the user has mounted the desired program tape, control is given to

the 11/55 via the front panel swithces. The only switches of interest are the
18 address/data switches (18-0), LOAD ADRS, HALT, START, and POWER. Fig.

10-7 shows a system operator's console of an 11/45 which is virtually the same
as an 11/55.

The functions needed to get the 11/55 system going are:

Step Procedure
1 Power on. Key to vertical position.
2 Depress HALT.
3 Put 773000g in switches (17-0).

(i.e., 17-12, 10-9 switches up).
Depress LOAD ADRS.
Ralse HALT.

Depress START.

A A &

o B

*These parameter tapes are those that contain the run time parameters which
were generated by the calibration process.

**These parameter tapes are those being generated by the calibration process.
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The -11/55 system will respond with a row of numberg and then  a dollar
sign on the LA36 DEC writer. Typing MT (carriage return) allows the 11/55 to
read the program tape and load up the desired system. After the tape has been
read, the system responds with XDT > (prompt). Type G and the response will
be RSX-11S Vol, BL12 and a >.  To run a task simply type RUN TASKNAME,. where
TASKNAME, is the name of the specific task or process to be run.

10.2,4 Pro

& da®"T

These tapes contain the various' independently run systems or processes: -

that comprise the AMPS  system. The processes are: (a) System Checkout,
(b) Calibration,. (¢) Surveillance processing, (d) Playback, and (e) Analysis.
Fach process 1s discussed in detail in Chapter 11. .

A, System Checkout

e un of four (4) senarate tasks.

S AN REa §

f
"

Task
Name Function
1 KTEST Sweep Interrupt Test
2 BTEST Reply Buffer Passage Test
3 SWEEP Reply Level Procegsing -
4 DRTEST 11/55 to Outside World Interface Test

B. Calibration (CAL35)

The calibration system serves a two-fold purpose. First, run time
parameters are defined, and second, a system monopulse calibration may be
performed. The end result of running the calibratien is the production of a--
Parameter Tape, which will be used by the AMPS survelllance processor.

C. Surveillance Processing (BOB55)

This tape contains the AMPS surveillance processing system.

D. Playback (PLYBACK)

This is the system which permits the replaying of a real-time-generated
tape to the outside world in either the NAS, ARTS, or Megatek format.

E. Analysis (BOBTES)

This process displays a brief but important synopsis of the real-time
run,.
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11. LOADING, RUNNING, AND OUTPUT OF SPECIFIC PROCESSORS

The AMPS facility as described in the previous chapter consists of
several separate processors or systems which run independently of one another.
The following sections describe the operations necessary to load and run the
various systems as well as present sample output from those processors which

create output.

11.1 Calibration Process

This process characterizes the AMPS antenna, and produces a monopulse
table and a parameter tape.

Step Procedure
1 Set Trigger Source Switch on AMPS rack to standby.
2 Set up appropriate azimuth wedge switches inside AMPS

panel door (i.e., sector start/end of CPME),

3 Set PRF or + N to desired value.

4 Set range NM to 200.

5 Mount calibration system tape.

6 Load the tape following the standard procedure.

7 The following dialogue is now generated where user
responses are underlined. The calibration source
parameters are site dependent and must be known
beforehand.

Run CALSS

Do you have an input tape? No
Is system control in standby? No
Set system control to standby
Is system control in standby? Yes
*Start system control
Range = 200 PRF = 100
Do you wish to change any parameters? No
Is the CPME on? Yes
Do you wish a monopulse calibration? Yes

Enter antenna beamwidth in degrees 2.2

Enter duration of cal. run in minutes 15

Enter range of cal, source in NMI. 5.5

Enter azimuth of cal. source in deg. 4.3
Fnter code bits of cal. source in octal 165274

Enter altitude bits of cal. source in octal 012414

* System control is started by placing the trigger source switch to the EXT
position if slaved to another transmitter, or INT if on own transmitter.
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This ends the initial calibration process dialogue. During the time the
system is calibrating, the user should dismount the calibration system tape

per the dismount instructions and mount a parameter tape with a write ring in
the hub.

When the calibration completes the system responds with, DO YOU WANT
PLOT? A YES answer will plot the monopulse curve on the LA36 DECwriter. The
plot consists of 256 print lines and represents the average monopulse
correction value for each reference A/D cell. Any other answer will not

generate the plot.

The next system response is, DO YOU WANT DIFFERENCE TABLE? A YES
response will print another 256 lines of azimuth difference vs monopulse
sample cell. Any other answer will not print those lines. The system then
asks, IS PARAMETER TAPE READY? The user should then perform the dismount and
mount of tape if they were not done earlier, and answer YES.

The processor will then proceed to write on the parameter tape.
Caution: Be sure tape is write emabled. (i.e., write ring in the hub).

After the tape completes writing, the system responds with CAL55---SICP.
The calibration is now completed and the parameter tape may be dismounted.

The preceding was a dialogue in which no parameters were changed. The
following is an example of dialogue where certain parameters were changed, but
no calibration was performed. Follow steps 1 through 6 in the preceding
section. Then follow this dialogue.

Run CALS5

Do you have an input tape? No
Is system coatrol in standby? No
Set system control to standby
Is system control in standby? Yes
Start system control
Range = 200 PRF = 100
Do you wish to change any parameters? Yes

Enter scan time in seconds -~ default = 12%
Enter number of sectors —— 4.8.16,32 —— default = 16%*
Enter cone angle (deg. from hor.) —-- default = 60%

Do you wish to change false-target values? Yes
Enter number of false~targets (max=10) 8

Enter start az..end az..distance, oriemtation angle
Four decimal values (separate with commas)

* Note: The operator must enter a value for these responses, else the input
is taken as 0 and incorrect results may occur.
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8.

Is

0.0,15.0,0.25,255.44

122.0,124.0,

1.16,209.056

220.0,222.0,

14.5,330.701

281.0,294.0,

1.556,339.868

<@

anr N 31 n
LTS e Uy FlUVelV,y

n
v

.99,187.256

312.0,319.0,

1.528,316.677

324.0,327.0,

1.137,325.667

322.0,360.0,0.45,256.094

the CPME on?

Yes

Do you wish a monopulse calibration? No
parameter tape ready? Yes
CALS55 —-- Stop

Is

11.2 Surveillance Processing

Ths process performs the data taking, report declaration, target
correlation, tracking, and report dissemination fuunctioms.

10
11

12
4

Procedure

Set trigger source switch on AMPS rack to standby.
Insure that azimuth wedge select switch inside rack door
is off.

Set PRF or # N to desired value.

Set Range NM to desired value.

Mount AMPS surveillance system tape.

Load the tape following the standard procedure.

Once system is booted (i.e., responds with RSX~-11S Vol
BL12), dismount system tape.

Mount a parameter tape (without a ring) which was created
in a calibration process.

Set desired output switches (MEGATEK, ARTS, NAS). See
Note 1. .

Type "RUN BOB55". This reads in the parameter tape.
When parameter tape stops, dismount it, and without too
long a delay mount a blank tape with a write ring. See

IGGER SOURCE SWITCH to INT or BXT.

The AMPS system is now running with data being recorded and transmitted
to the external interfaces selected.
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Note 1: Switches are labeled on the Front Panel.
Note 2: The AMPS processor has a 2-minute. time-out between the time the
parameter tape is read and the time the trigger source switch

must be thrown out of standby.

11.2.1 AMPS Control

Once the AMPS system 1s operating there are certain control features
available to the user, as well as a procedure to stop the processing.

A. Control Features

The Range NM and PRF or + N controls may be set to the user's
specifications. The Trigger Source Switch is used to gstart/suspend the
processing. 1f this switch is placed in the STANDBY position during a run,
processing will suspend and the two conttol switches way then be reset to
other values if desired. Once the new values have been dialed up, the Trigger
Source Switch may then be returned to the INT or EXT position to continue
processing.

Example: Assume the system is running with 200 NM, a + N of 3, and the
Trigger Source Switch in EXT. The user then wishes to change
the range to 100 NM and a + N of 2. The following steps will

accomplish this.
Step Procedure

Place Trigger Source in Standby. (Processing suspends).
Set desired Range and #+ N (i.e., 100 NM and 2).

Reset Trigger Source Switch to EXT. (Processing
continues).

W =

B. Stopplng the Processor

when the user wishes to terminate the processor, Steps 1 through 3 of A.
are followed except that in Step 2 the + N should be set to 99.

The processor will create in EOF on the tape and an indication that tasks
BOB55 and UPDATE have stopped. The tape may then be dismounted.

Should the user wish to make subsequent runs, he must perform steps 1
through 12 under Surveillance Processing.

11.3 Post-Run Evaluation Process

After an SDP format tape has been produced by AMPS, it may become
desirable to get some immediate measure of the system's performance. In
particular, this will permit the rerunning of an experiment without delay or
setup work if some problem has arisen the first time. The post-processor
program described here serves that purpose. It can quickly verify the
operation of AMPS and give a measure of quality of the system. The statistics
used by this process to gemerate its results were placed on the output tape at
the conclusion of the AMPS run, just prior to the EOF.
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The steps necessary to run this process are as follows:

Step Procedure
1 Mount AMPS quick-look processing system tape.
2 Load the tape into the 11/55 following the standard
procedure.
3 Remove the tape once the system is booted.
A Mount an AMPS outnut tape without a write ring,
4 tput tape without a write ring.
5 Type RUN BOBTES.

11.3.1 Post-Processor Qutput

The foliowing figures illustrate the output of the post-processor on a
test database. The values shown are not necessarily typical of a real AMPS
run. The outputs are shown in order, but are separated to allow explanatory

text to be interspersed.

The first output 1is a set of parameters. CONNGL refers to the
cone—of-silence angle of the sensor. KAY is the number of misses which will
cause a track to be dropped. KPRF 1is the master PRF {pulse-repetition
frequency) which is used only when AMPS is slaved to another sensor., NOBST is
the number of £false-target reflectors in the system. NSEC is the number of
azimuth sectors in use. NVEL is the nominal aireraft velocity to be expected,
given in knots. SCANT is the scan time in seconds. RBWPTH is the antenna

beamwidth in degrees.

The second output of the post-processor 1s the set of false-target
parameters, If no false-targets are in the system, then this output will not
be generated.

The third output is the monopulse table; in units of 186 counts per
degree of correction. Each row gives eight table entries. If the entire r
has values 32000 (no valid monopulse), then DAFAULT is printed.

RUN BOBTES

PARAMETERS OF RUN

CONNGL KAY KPRF¥ NOBST NSEC NVEL SCANT RBWDTH
60 3 0 8 16 400 12 2,20
FALSE TARGETS-——START AZ. END AZ. RANGE ANGLE
0.00 15.00 0.25 255.44
122.00 124.00 1.16 209.06
220.00 222.00 14.50 330.70
281.00 294,00 1.56 339.87
294.00 310.50 0.99 187.26
312.00 319.00 1.53 316.68
324.00 327.00 i.14 325.37
332.00 360.00 0.45 256.09
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MONOPULSE TABLE

1 DEFAULT

9 DEFAULT

17 DEFAULT
25 32000 32000 32000 32000 32000 32000 -217 -214
33 =212 =210 ~209 -205 ~203 ~201 -199 -197
41 ~-194 -192 . -190 -188 ~185 ~183 -181 -179
49 -176 -174 -172 -170 -167 -165 -163 -161
57 -158 -156 -154 ~-152 -150 -147 -145 ~143
65 -141 -138 ~136 ~134 -132 -129 -127 ~-125
73 ~123 -120 ~118 -116 -114 -111 -109 -107
81 -105 ~-102 -100 -98 -96 =94 -91 -89
89 -87 -85 -82 -80 -78 -6  -73 =71
97 -69 -67 -64 -62 -60 -58 =55 =53
105 =31 ~49 ~47 -44 -42 =40 -39 =35
113 =33 -31 ~29 -26 =24 =22 =20 -17
121 -15 -13 -11 -8 -6 -4 -2 0
129 2 4 6 8 11 13 15 17
137 20 22 24 26 29 31 33 35
145 38 40 42 44 47 49 51 53
153 55 58 60 62 64 67 69 71
161 73 76 78 80 82 85 87 89
169 91 94 96 98 100 102 105 107
177 109 111 114 116 118 120 123 125
185 127 129 132 134 136 138 141 143
193 145 147 150 152 154 . 156 158 161
201 163 165 167 170 172 174 176 179
209 181 183 185 188 190 192 194 197
217 199 201 203 205 208 210 212 214
225 217 32000 32000 32000 32000 32000 32000 32000

233 DEFAULT

241 DEFAULT

249 DEFAULT

The post-processor will next output the CPME (calibration source)
parameters, if one 1is in use. Its range in nautical miles, azimuth 1In
degrees, mode 3/A code, altitude and mode 2 code will be given. The codes are
given in octal, other values in decimal.

The maximum track number is given next. Following this may come a set of
debugging values, if debug parameters were used in the AMPS run. These
indicate artificial time delays in various parts of the processing program.
Next comes the sensor range, PRF, and mode. These values are those read from
the AMPS hardware switches. Mode 1 implies internal mode, Mode 0 dimplies
external (slaved) operation. An indication of the state of the CPME may
follow. A lock failure at start-up is allowed, but further failures may
indicate trouble. The first number printed is the mission time in
milliseconds, the second number is the scan. A lock fallure on scan 6 is
normal.,
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CPME PARAMETERS

RANGE = 5.50 AZIM = 4.30 CODE = 7253 ALT
TRACK NUMBER LIMIT = 251

DEBUG VALUE 3 =0 O 300

SENSOR RANGE = 300.00 RANGE

PRF = 62

MODE = 1

CPME 0SC. LOCK FAILURE AT 158532155 SCAN

500 MODE 2 = O

]
(=58

The next output of the post-processor 1s a matrix of timing values for
the reply correlator process. Each row indicates the number of completed
targets formed during the sweep processing, while each column indicates the
number of new replies processed during the sweep. Each entry consists of two
numbers; the top value 1s the number of milliseconds required for reply
correlation, and the lower number is the number of times that this case
occurred during the run.

REPLY CORRELATOR...AVERAGE SWEEP TIMES IN MSECS

NO. OF REPLIES

TARGETS O 1 2 3 4 5 6 7 8 9 10
0 2.3 4.1 5.2 6.4 7.4 8.6 9.8 10.8 11.8 11.1 0.0
11295 7863 6136 2903 1116 445 133 34 11 7 0

1 3.5 4.7 5.9 7.1 8.2 9.2 9.9 11.2 14.0 11.5 0.0
2400 2178 1156 629 278 78 23 . 4 1 2 0

2 4.0 5.1 6.3 7.5 8.6 9.8 10.0 i1.0 11.0 0.0 0.0
200 2.5 150 84 27 13 1 1 1 0 0

3 3.8 5.8 7.1 8.7 10.0 0.0 0.0 0.0 0.0 0.0 0.0
9 16 9 6 4 0 0 0 0 0 0

4 0.0 6.7 7.0 9.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0
°o 3 1 1 0 0 0 o o 0 0

5 0.0 0.0 9.0 0.0 0.0 0.0 0.0 6.0 0.0 0.0 0.0
0 0 0 0 0 0 0 0

6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0 0 0 0 0 0 0 0 0 0

7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0 0 0 0 0 0 0 0 0 0 0

8 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0 0 0] 0 0 0 0 0 0 0 6]

9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0 0 0 0 0 0 0 0 0 0 0

10 0-0 0-0 0-0 0-0 0-0 0-0 0-0 0.0 0-0 0-0 000
0 0 0 0 0 0 0 0 0 0 0



The next output is a set of statistics on AMPS performance for the entire rum.
These statistics indicate the loading on the processor and the amount of data

lost due to lack of processing time.

THERE WERE 50121 AVAILABLE REPLIES.OF WHICH 50118 WERE PROCESSED.
THERE WERE 8286 TARGETS FORMED OF WHICH 8207 WERE PROCESSED.
THERE WERE 982 SECTORS PROCESSED THE BREAKDOWN IS AS FOLLOWS:

472 ON TIME
435 SLIGHTLY LATE
63 VERY LATE

12 DROPPED

NO. OF SWEEPS = 48884 SWEEPS INTERRUPTED = 1

The next output of the post-processor 1s a set of times for the
correlation and tracking tasks in AMPS. The columns are determined by the
number of targets being processed, the row is determined by the subtask
routine. DISCO performs discrete—code algorithms. ASSCID performs
assoclation of targets and tracks. CORREL performs correlation of targets
with tracks. TRACKN performs track initialization. TUP performs track
update. Each entry consists of a time per target and the number of
occurrences of the case.

ASSOCIATION AND TRACKING...AVERAGE TIMES IN MSECS
NO. OF TARGETS

ROUTINE O 1 2-5 6-10 11-15 1620  21-25 26-30 31-35

DISCO 2.2 4.5 2.5 2.0 1.6 1.6 1.5 1.2 0.0
47 28 285 355 132 86 51 1 0
ASSCID 11.3 42.0 11.6 6.7 5.7 4.7 3.5 3.2 0.0
47 28 170 330 132 86 51 1 0
CORREL 4,2 13.2 2.5 2.0 I.Q 1.7 1.0 0.1 0.0
47 28 285 355 132 86 51 1 0
TRACKN  14.2 31.2 13.2 0.2 6.6 6.5 5.6 4.7 0.0
47 28 285 355 132 86 51 1 0
TUP 14,2 31.2 13.2 8.2 6.6 6.5 5.6 4.7 0.0
47 28 168 270 132 86 51 1 0
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At the end of the printout the post-processor program will list several
summary data blocks. The first is the collected set of data from the
performance-monitor hardware. The mean, standard deviation, maximum, and
minimuom of each wmeasured value is given. The maximum and minimum values are
sometimes scaled by a factor of ten differently then the mean values.,

PERFORMANCE MONITOR DATA

MEAN STD. DEV. MAX IMUM MINIMUM
Pl POWER (WATTS) 1786.034 237.014 185 0
P2 POWER (WATTS) 107.586 14.421 11 0
SUM (DB.) 50.121 6.639 50 0
OMNI (DB.) 49,138 6.508 50 0
DELTA/SUM+ (DEG) 1.983 0.265 21 0
DELTA/SUM~- (DEG) 1.867 0.247 19 0
DELTA/SUMO (DEG) 0.000 0.000 0 0
OMNI NOISE (MV) 350,517 53.124 13 0
SUM NOISE (MV) 190.690 46.752 . 29 0
SCAN INT. (SEC) 11.903 0.013 11910 0

The next data block is the active range for each sector. Overloading
AMPS will cause a reduction in the active range for those sectors which are
falling behind. The active range is given as a fraction of the sensor range
setting of the hardware. The mean, standard-deviation, maximum and minimum
values are given. Again, the wmaximum and minimum values are scaled
differently, this time by a factor of 100.

ACTIVE RANGES AS FRACTION OF SENSOR RANGE

SECTOR 1  0.696  0.113 91 32
SECTOR 2  0.450  0.079 75 10
SECTOR 3  0.990  0.023 100 7

SECTOR 4 0.933 0.075 100 90
SECTOR 5 1.000 0.000 100 100
SECTOR 6 0.998 0.009 100 95
SECTOR 7 1.000 0.000 100 100
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SECTOR 8 1.000 0.000 100 100

SECTOR 9 0.766 0.057 100 61
SECTOR 10 0.999 0.005 100 97
SECTOR 11 0.311 0.177 91 12
SECTOR 12 0.804 | 0.070 95 50
SECTOR 13 0.201 0.180 90 1
SECTOR 14 0.405 0.172 90 16
SECTOR 15 0.553 0.064 70 16

SECTOR 16 0.201 0.172 80 12

The next data block contains the summary of the pseudo target data. The
pseudo target is a product of the AMPS hardware which is artificially produced
each scan at a fixed range and azimuth. The spread of its measured range and
azimuth is a measure of AMPS performance. Again, the mean,
standard-deviation, maximum and minimum values are given. The maximum and
minimum ranges are in AMPS range-counts (LSB = 1/256 of a nautical mile). The
maximum and minimum azimuths are in AMPS units (65536 counts = 360 degrees).

FOLLOWING ARE PSEUDO TARGET VALUES

RANGE (MILES) 0.738 1.602 2300 0
AZIMUTH (DEG) 0.768 0.196 180 0
REPLIES/TARGET 3.661 0.303 0 0
TARGETS/SCAN 1.876 0.673 5 0

The next data block is the summary of the CPME data. The difference of
the measured range and azimuth from the given values is computed. The mean,
standard-deviation, maximum and minimum values are given. The maximum and
minimum values for range and azimuth differences are in AMPS units, like the
pseudo target data above.

FOLLOWING ARE CPME VALUES

RANGE DIFF. (MI) -0.105 0.831 3 -1604
AZIMUTH DIFF. (DEG) 1.408 27.120 32288 -10057
REPLIES/TARGET 5.375 0.614 6 3
TARGETS/ SCAN 5.411 1.685 9 2

The final data block produced by the post-processor program is a set of
per scan performance values. The mean, standard-deviation, maximum and
minimum value are printed for each data item. Hardware replies refers to the
number of replies present at the AMPS hardware before any processing.
Software replies refers to replies transferred to the software buffer in the
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input routine. Buffered replies refers to replies which were transferred to
the reply correlation (target formation) routines. Processed replies refers
to those replies which were actually used in target formation. Successive
reductions between these categories reflect data loss due to various possible

overload conditions.

Next, target reports refers to the number of reports formed. Used

ports are those reports actually passed to target correlation and tracking.
=3

1
difference is reports dropped due to system delays.

re
Th .

Sweeps is the number of sweeps of data inmput to the system. Complete
sweeps are those sweeps which had time to be completely processed without

interruption. Deleted sweeps are those not processed at all,

Idle time is the amount of time during a scan which was unused by the
AMPS software. It is a measure of the loading on the total system.

On-time sectors are those processed without delay. Late sectors are
those which are being processed up to one~half sector after their proper time.
Very late sectors are those being processed up to a full sector after their
proper time. Deleted sectors are those not processed at all.

Finally, tracks is the number of airc ¥ p is
the probability that the replies produced by any aircraft will be formed into
a target report. (This value appears low because of the misses occuring when
an aircraft leaves coverage).

raft in the gvstem Blin scan

G ML Ll =R A~ s

FOLLOWING ARE COMPUTED PER SCAN

HARDWARE REPLIES 1042.399 19.788 1163 968
SOFTWARE REPLIES 972.679 41.017 1094 856
BUFF REPLIES 831.696 43.371 961 737
PROC. REPLIES 831.643 43.409 961 737
TARGET REPORT 137.482 7.780 151 123
USED REPORTS 136.839 §.838 151 103
SWEEPS 793.268 8.874 819 762
COMPLETE SWEEPS 793.232 8.878 819 762
DEL. SWEEPS 0.036 0.136 1 0
IDLE TIME (MSEC) 1268.448 1870.153 15265 277
ON-TIME SECTORS 7.429 2.017 12 3
LATE SECTORS 7.446 1.851 11 2
VERY LATE SECTORS 1.016 1.923 8 0
DEL. SECTORS 0.107 0.582 4 0
TRACKS 135.107 5.650 152 122
BLIP SCAN 0.711 0.045 97 72

11.4 Playback Process

This process reads an AMPS output tape created by a previous run and once
again outputs the survelllance reports to external facilities.
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Step Procedure

1 Set trigger source which on AMPS rack to standby.

2 Mount the PLYBCK program tape.

3 Load the tape following the standard procedure.

4 Set sense switch for appropriate output facility, (MEG,
NAS, ARTS).

5 Dismount the PLYBCK program tape and mount an AMPS data
tape without a ring.

6 Type "RUN PLYBCK" on the LA36. The playback program 1s
now operating. .

7 To halt execution, depress the halt switch on the

operator's console.

11.5 DR11-K Diagnostic

This diagnostic program exercises the DR11-K interface between the AMPS
reply processor hardware and the 11/55 computer. The program can request a
series of words from the interface and print them out on the system counsole.
Each word represents one interrupt from the hardware. To run the DRI1-K
diagnostic, use the following procedure:

Step Procedure

1 Mount the calibration program tape.

2 Load the tape following the standard procedure.

3 Invoke the diagnostic program with the command :
RUN KTEST.

4 Set the trigger source switch to the appropriate run mode
(internal/external).

5 Enter the number of words to print when prompted to do
so. This number should be between 1 and 1000.

6 The program will now print a sequence of DR11-K words.

7 Set the trigger source switch to standby. This will stop

the program.
8 Abort the program with the command: ABO KTEST.

The following page is a printout taken from an actual keyboard session.
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170017 000000

MT

RSX~11S VOl BL12

RUN KTEST

ENTER MAX OF BUFFER

10

1BUF

1BUF

1BUF

1BUF

ABO KTEST

105400

105400

105400

105400

105400

105400

105400

105400

000552 003400
IN 13 FORMAT

105400 105400
105400 105400
105400 105400
105400 105400
105400 105400
105400 105400
105400 105400
105400 105400

98

105400

105400

105400

105400

105400

105400

105400

105400

105400

105400

105400

105400

105400

105400

105400

105400



11.6 DR11-B Diagnostic

This diagnostic program excercises the DR11-B interface which connects
the AMPS reply processor hardware with the computer. The program can control
celf~test facilities in the hardware by setting "function bits”, These three
function bits are represented as a single octal digit. The eight possible
test modes are divided into two classes: modes 0 through 3 do use the
hardware FIFO loglic, and modes 4 through 7 do not use the FIFO. Otherwise,
these modes are identical. Test mode O (or 4) passes replies, the other modes
pass fixed data fields. Sample data corresponding to each mode are as
follows:

0 003462 Range = 9 miles
013414 Code = 170C,¢
000424 Azimuth = 1.518 degrees
177777 Flag = all ones
170020 Mode
006400
030000 Special Conditions
000000

1 000000 2 052525 3 000001
177777 125252 000002
000000 052525 000003
177777 _ 125252 000004
000000 052525 000005
177777 125252 000006
000000 052525 000007
177777 125252 000010

Each of these data fields consists of eight 16-bit words, which may
repeat as often as necessary. The diagnostic will print these patterns, eight
words to a line, on the system conscle as shown on the next page. To run the
DR11-B diagnostic, use the followlng procedure:
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017170 000000 000574 006000
$MT
RSX~-118 VOl BL12

>RUN BTEST

\4

176300 177777 32360
0 0 0

ENTER FUNCTION BITS (01)

1

ENTER REPLY COUNT (I2)

0 0 177777
0 0 177777
ENTER FUNCTION BITS (01)

52525 32525 125252

52525 52525 125252

ENTER FUNCTION BITS (01)
3 ,
ENTER REPLY COUNT (I2)

5
1 1 2
3 5 ]
1 1 2
5 5 6
1 i 2

ENTER FUNCTION BITS (01)

2

BTEST ~- EXITING DUE TO ERROR 64

INPUT CONVERSTON ERROR
IN ".MAIN.'" AT OR AFTER 7

177777
0

177777
177777

125252
125252 -

NN N

109

140000
0

52525
52525

W s W~ W

177777
0

52525
52525

W s~ W

30777

177777

177777

125252
125252

177777
0

177777
177777

125252
125252



Step Procedure

1 Mount calibration program tape with the DR11-B
diagnostic.

Load the tape following standard procedure.
Invoke the diagnostic program with the command:
RUN BTEST.

) -
Enter the funct

i i
so. This should be a number between 0 and 7.
5 Set the trigger source switch on the AMPS rack to the
appropriate run mode (internal/external).
6 Enter the number of replies (8-word blocks) desired when

prompted to do so.
7 The program will print the DR11-B output on the system

console and return to step 4. Step 5 need not be
repeated.

w N

on bits (test mode) when prompted to do

o~

11.7 Sweep Dump Diagnostic

This diagnostic program allows AMPS to type reply data on the system

console in the format of the AMPS hardware.
dumped at one time. Each sweep of data is printed as

1,
2.

3.

Up to 100 sweeps of data may be

8
nure ( gﬂﬂ

= L

. &£

sweep number (1 through 99) and DR11-K status word (octal)
sweep header data (range, azimuth, etc.)

replies in sweep, if any. Range, code, azimuth, code flag (or
altitude flag with altitude on mode C sweeps), monopulse, special-bit

fields in octal. Mode of sweeps is printed as "A", "C", “2" for mode
3/A. mode €., and mode 2, respectively. Test targets are marked as

2 iy HULT Wy QLW uRsute ay &SSP YES
mode "X". Sweep headers have a special marker field., The decoding
register and N-bar (number of monopulse updates) fields are in

decimal.

To run the sweep dump program, use the following procedutre:

Step Procedure
1 Set trigger source switch on AMFPS rack to standby.
2 Mount a system checkout program tape.
3 Load the tape following the standard procedure.
4 Invoke the sweep dumper program with the command:

RUN SWEEP

Trmar a4 awrasnn NN

Enter a sweep count when prompted to do so. This number

should be between 1 and 99.

6 Set trigger source switch on AMPS rack to appropriate run
mode {internal/external). Sweep data will be accumulated
and when the desired number of sweeps have occurred, the
printout will begin. -The program will stop when the
stored sweeps have been printed. Subsequent sweep dumps
may be taken by reporting step 4 any desired number of
times.

wh
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141763 - 000000 000574 000000

$MT
RSX-11% VOl BL12

>RUN SWEEP

>

ENTER SWEEP COUNT
5

*%ASWEEP -1 DR11K=

RANMGE CODE -
176301 - 177777

*%%SWEEP 2 DR11K=

RANGE C@DE -~
176300 - 177777

*#%*SWEEP 3 DR1ik=

RANGE CODE
176300 177777

***SWEEP 4 DRLIK=

RANGE CODE
176300 177777

*%%SWEEP 5 DRI11K=

RANGE CODE
176301 177777

(12)

104144

AZIMUTH

32360 ..

104144 -

AZIMUTE
32360

104144

AZIMUTH
32360

- 104144

AZTMUTH
32360

104144

AZIMUTH
32360

FLAG
177777

FLAG

77737

FLAG
177777

FLACG
177777

FLAG
177777

MODE

MODE

A

MODE

MODE

MODE

102

MONOP .,
377 .

MONOP.’

377

MONOP.
377

MONOP.
377

MONOP.
377

S-BITS

0..

S-B1TS

5-BITS

S=-BITS

§=-BITS
0

HEAD

1

HEAD

HEAD

HEAD

HEAD

DEC

DEC-

DEC

-DEC .

DEC
0

OVFL -

OVFL

OVFL

OVFL
0

OVFL -

-NB

KB

NB

NB

NB



11.8 Microprocessor Output Diagnostic

This diagnostic program sends a fixed set of messages to the
microprocessor output channels in AMPS. The messages form a set of 16
stationary targets uniformly spaced in azimuth. Each target 1s located 100
miles out in range, with an altitude of 600 feet, and with a code of EABC;¢

(or 7253 octal). The timing of the program is set to send the 16 targets in
roughly 8 seconds. The diagnostic may direct its output to any of the output

channels. To run the output microprocessor diagnostic, use the following
procedure:

Step , Procedure
1 Mount "DRTEST" program tape.
2 Load the tape following the standard procedure.
3 Invoke the test program with the command: RUN DRTEST.
4 Enter the desired channel number when prompted to do so.

There are three channels, numbetred 1, 2, and 3. These
numbers coincide with the rightmost three sense switches
on the AMPS computer.

5 Enter a scan count when prompted to do so. This is the
number of complete scans that will be gent. This number

should be between 1 and 9999.
6 The channel will begin to send data. The program will
stop when the desired number of scans have been sent out.
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160607 000000 000574 000000
SMT
XDT: 12

XpT>
RSX~11S VOl BL12

>RUN DRTEST
>

ENTER DEVICE NUMBER (1,2, OR 3)
2

ENTER NUMBER OF SCANS TO SEND
100
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12. AMvs DISPLAY OPERATING PROCEDURES

The primary facility for displaying ATCRBS target rts from AMPS is
through an interactive graphics system manufactured by MEGATEK. The system,
depicted in Fig. 12~1, comsists of a CRT with command keyboard and joystick, a
Data General NOVA~3 minicomputer, two disk drives, and interactive display
software. The control of the display is through the use of the NovA 3
proceggor front panel switches, keyboard and joystick, The operating
procedures in this chapter describe how to interact with the display and how

to congnol the screen format.

12.1 Power Up
Step Procedure
1 Open the doors to both disk drives by pressing down on
the black lever below each drive.
2 Turn the power switch key on the NOvA 3 processor to ON,

the first position.
All peripherals are controlled by this switch and should

be on.

To check for power:

1. The processor's front panel will light.

2. The disk drives will indicate power with red indicator lights. The

power switch is in the upper right hand corner.

3. The display has an indicator light om the upper right hand corner of

sxntl o

the display screen. The power switch is at the rear of the display.

12,2 Booting in the Program

Step Procedure

1 Set the front panel switch register to 100033g.

2 Place the program diskette into drive O and close the
door.

3 Press down the STOP switch and then 1ift it up.

4 Lift up the PROGRAM LOAD switch.

5 The message "FILENAME" will be displayed. Respond with
a carriage return.

6 In a few seconds the AMPS display box will appear.



DISPLAY

KEYBOARD

DISKETTES

O POWER

UNIT

READY T LOCK
TRACK

UNIT

) I
READY LOCK

TRACK

t o [ ]

O

)

Fig. 12-1, MEGATEK Display.
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12.3 Responses to the "PARAM?" Prompt in the Upper Left-Hand Corner

Parameters for certain display options may be set at this time, each
followed by a carriage return. Other display options and controls are
described in the next section. The parameters and their interpretations are:

1. Altitude use count Reports with garbled altitudes will be
: displayed a parameter number of times.

2. Coast count An uncorrelated report will be
displayed a parameter number of times.

3. Histories The number of past positions for
reporte may be selected to indicate
alrcraft movement.

4. Real time clock Time quantization.

5. Range The maximum range for the display may
be set.

6. Sectors The number of azimuth sectors may be
set.

7. Maximum number of tracks The maximum number of tracks that the
system can handle at any one time may
be set.

The responses necessary to set up the parameters are as follows:

Action Command Result

Set ALT USE COUNT Ad Garbled altitude will be
displayed up to "d" times
Default = 3

Set COAST COUNT cd Default = 3

Set HISTORIES Hd Default = 2; 2 < d < 6

Set REAL TIME CLOCK Kd d = 1/10's sec; Default = 10

Set RANGE Rd pefault = 0; (200 nm),
range = 200%2~d

Set SECTORS Sd pefault = 5 (32 sectors)
Sectors = 2d

Set MAX TRACKS Td Default = 257

MXTRKS = MXTRKS + (d-5)*10
e.g8., d = 0 will reduce
MXTRK by 50

NOTE: Can be repeated

To run the program, respond with only a carriage return.
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12.4 Responding to the "CMD?" Prompt in the Upper Left-Hand Corner

There are several options and controls available which enable the user to
display reports as desired. Specific types of reports may be enabled or
disabled for viewing. Correlated/uncorrelated, false, test, and a variety of
edited-out target reports may be viewed or inhibited from the display.
Reports may be tagged individually or collectively with code and altitude
information. The individual or collective removal of these tags may also be
done. The display of reports within a specified range box centered at the
sensor may be chosen as well as report traffic in any off-center specified
area within the maximum viewing range of the display. The display program may
be reset at any time to full scale range, no tags, and only normal tracks
displayed. Also, a full restart command may be given to get into the “PARAM?"
initialization mode again. :

Action Command Result

Reset R Enables only normal tracks, full
scale range, no tags

Enable Type Ed Enables\ display of specified type
(see 121.4-2).

Inhibit Type Id Inhibits display of specified
type (see 12.4-2).

Zoom Z Zooms to area specified by cursor

lower left and upper right
corners (see 12.4-3).
Zd Switches to specified range

range = full scale *27
Range box shows area displayed
on full scale display

Tag T Turns alternately on and off
tagging of code and altitude on
all reports

Restart S Restarts display program. Go
back to PARAM?

Position Pd Tags and positions individual
target picked by cursor (see
12.4-3)

d sets one of 8 compass point
positions for tag
default, ¢ = 0
for Northwest tag.

Clear c Removes tag of individual target
(see 12.4-3)

Follow each response by a carriage return.
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12.4.1 Report Symbols

lay symbols for the various types of reports are given below.

Present History

Normal + +

Coast X X History symbols are

False ] ] smaller than Present ones
Radar r r

Present History

Test T none

Edit—-out [ none

Uncorrelated 1 none

12.4.,2 Display Types for E&I Commands

Normal

Edit—-out SWAP candidate
Edit-out 1 hit

Edit-out Mode C only

Edit~out boresite

Rdit-out 2 hit

Edit-out move to extra buffer
False

Uncorrelated target

Test target

W oo~ WNE=O

12.4.

The zoom (magnification) feature of the AMPS display and the tagging of
reports is under the combined control of the console keyboard and joystick.
The procedures necessary for zooming and tagging are:

Zoom an area specified by cursor (crosshair).

Step Procedure
1 Type Z and a carriage return.
2 Position the cursor to the lower left of the desired
viewing area, with the joystick, and press joystick
button. '

Position cursor to the upper right of the desired viewing
area and press joystick button.

(¥ ]

4 The reports within the area will be displayed im full
SCcreel.
All responses to the "CMND?" prompt are now enabled including

re—zooming to another area.

-
o
o



Tag a specific target with code and altitude information.

Step Procedure
1 Type P and a carriage return,
2 Position the cursor near the target to be tagged.
3 Press the joystick buttom.
4 The code and altitude will be displayed at the report.

12.4.4 Tag Message

The tag message, which represents specific information for a report, is
two words. The code and altitude of a vreport are given as well as a

qualifying flag which describes the type of code or altitude according to t
following.

Code: dddds
Ale: Sddd

where: Code consists of:
dddd - 4 digit octal code
S - qualifying flag, set to
Blank - good code, high confidence
T - In transition, possible changing code

1 - Improved by AMPS track
1 - Low confidence bits in code

Alt consists of:
ddd - 3 digit decimal flight level in hundreds of feet.
Blank ~ No reply; not Mode C equipped.

000 - Br

S - Qualifying flag

? - Display is last known level.
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Note

12.5 Use of Switch Register

Bit 1: If set, the program will display the status of the three
tasks and statistics on the communications link as

follows:

The display is on the bottom of the screen.

X X X XXX XX XX
Status Status Status Count of Count of Count of
Task 1 Task 2 Task 3 Data Blocks Blocks Sectors out

Recelved In Error of Sequence

all numbers are octal.
Task Status: 0 Running

1 Waiting for I/0

2 BHeld

3 Waiting

6 Held and waiting

8 Not in system

Bit 4: 1If set, displays error messages as follows:

Error Messages: Upper Right of screen
CL ERR Parity or timing error in communicatioms.
QUE SEC No more room in sector or entry not found in

expected sector. If 20, more untracked reports
than entires. Value 1ls octal of search sector.

TRK ERR Correlating track number if greater than max
track number. Value 1s octal of track number.

DISPLAY FULL Tried to tag more reports than display has room
for. Go to smaller zoom range.

*SEC ERR* Reception of sectors out of sequence.
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