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Introduction

A system-on-chip (SOC) implementation is an attractive
solution for size, weight and power (SWaP) restricted ap-
plications, such as mobile devices and UAVs. This is partly
because the individual parts of the system can be designed
for a specific application rather than for a broad range of
them, like commercial parts usually must be. Co-design of
the analog hardware and digital processing further enhances
the benefits of SOC implementations by allowing, for ex-
ample, nonlinear digital equalization to further enhance the
dynamic range of a given front-end component.

This paper presents the implementation of nonlinear digital
compensation for an active anti-aliasing filter [1], which is
part of a low-power homodyne receiver design. The RF
front-end circuitry and the digital compensation will be
integrated in the same chip. Co-design allows the front-end
to be designed with known dynamic range limitations that
will later be compensated by nonlinear equalization. It also
allows nonlinear digital compensation architectures
matched to specific circuits and dynamic range require-
ments—while still maintaining some flexibility to deal with
process variation—as opposed to higher power general pur-
pose designs.

Nonlinear Signal Processing Overview

To compensate for the nonlinear behavior of the RF circui-
try, we derive a nonlinear inverse function of the system
response. Memory effects (i.e., state-dependent behavior) of
RF devices often complicate the modeling process. A gen-
eral nonlinear finite impulse response (FIR) model for sys-
tems with significant memory is the Volterra series [2],
whose output is given by
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This model generalizes the linear FIR filter to higher di-
mensions.

While this representation captures general nonlinear beha-
vior, its complexity grows combinatorially with memory
depth (M), and systems requiring real-time performance
will typically use a “pruned” version of the kernel. The ap-
proach we take is similar to that of [3], in which the full
coefficient space is divided into subspaces, only a few of
which are selected for use in the compensator. A version of
this architecture was recently developed in an ASIC that
operates on data sampled up to 4 GSPS [4].
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We further constrained the architecture to conserve power.
Rather than operate over the entire Volterra kernel coeffi-
cient space as in [3], we restrict the coefficients to those
used in the generalized memory polynomial (GMP) archi-
tecture of [5]. In this model the nonlinear output (neglecting
the constant hy term) is given by
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i.e., it is restricted to the coefficients lying on a 2-
dimensional plane within the larger coefficient space. This
decision costs us flexibility—we can no longer choose coef-
ficients from arbitrary portions of the space—but allows a
simple, power-efficient implementation. We use an optimi-
zation procedure to choose a fixed number of coefficients
from arbitrary sections of the GMP coefficient space. Using
architectures that include several contiguous coefficients as
in [3] can be more power-efficient per coefficient in a larger
system, but we have empirically observed that allowing the
procedure to choose individual coefficients allows a greater
initial dynamic range improvement with few coefficients.
This constrained implementation is, despite architecture
restrictions, sufficient to compensate the RF front-end that
is part of this system on chip.

Implementation

The front-end specific implementation was designed in
VHDL to be subsequently synthesized into a standard cell
design, using IBM 65 nm CMOS technology and focusing
on a low power implementation. The VHDL description
was written with portability in mind, which allows easy
conversion to other technologies or needs.

A block diagram of the equalizer is presented in Figure 1. It
consists of the following building blocks: Two’s Comple-
ment Conversion, Global Exponentiation, Processing Ele-
ment (PE), Shifter and Final Accumulator.
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Figure 1: Block diagram of equalizer



Two’s Complement Conversion

Our algorithm works on two’s complement format. The
Two’s Complement Conversion block changes the front-
end receiver’s data format to two’s complement if needed.

Global Exponentiation

In order to save power, the input signal from the front-end
receiver is truncated to the most significant 8 bits. These 8
bits are subsequently exponentiated to powers ranging from
2 to 4, hence signals x(n) to x*(n) are available for
processing. This centralized multiplication provides large
power savings, because instead of creating custom expo-
nentiated signals per Processing Element (PE), these signals
are created only once, and the output can feed all of the
processing elements, with no additional exponentiation
needed. Each PE can select which order it will use for
processing via a multiplexer. This order is determined dur-
ing training, and it is fed to each PE as a control signal.

Processing Element

The processing element is the main building block of the
equalization circuitry. Its architecture includes a multiplex-
er, 2 delay blocks, and 2 multipliers, as depicted in
Figure 2.
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Figure 2: Processing element block diagram

The top delay block (labeled as Sub-PE in Figure 2) takes
in the top (MSB) 8 bits of the input signal from the front
end receiver. The bottom delay block takes in either the
same top 8-bit input signal or one of its exponentiated
forms, from x(n) to x*(n). The signals are delayed in each
delay block independently, and then multiplied. The delay
required is determined during training, and is fed to each
Sub-PE as a control signal. For power savings only the top
8 bits of the product of the 2 Sub-PE outputs are kept, and it
is subsequently multiplied with the coefficient calculated
for that specific PE during training.

Each PE implements a single term in the GMP series rather
than a contiguous block, as described in the “Nonlinear
Signal Processing Overview.” Simulation showed that 8
delays per delay block and 5 PEs were sufficient to com-
pensate our front-end circuitry while maintaining our low
power requirement.

Shifter

The 8-bit output of each PE is sign-extended and shifted
(multiplied) before being added to the uncompensated 16-
bit input signal x(n). Shifting allows a greater dynamic

range of the compensation term for more accurate lineariza-
tion.

Final Accumulator

After the output of each PE has been shifted to the appro-
priate position in a 16-bit word, these values are added to
the input signal in the Final Accumulator. This can be
viewed as subtracting nonlinear effects from x(n), where
subtraction is implemented by negating coefficients.

Results

We excited the active filter from [1] with 184 two-tone sig-
nals at various frequencies and tone spacings. Of these sig-
nals, 60 were used to train a compensator with the architec-
ture described in the previous section, choosing the delays
and computing the coefficients. Figure 3 demonstrates the
increase in dynamic range when the compensator is applied
(in Matlab) to the remaining 124 signals. In over 90% of the
signals, the largest distortion is less than -85 dBFS, which is
true for less than 17% when no compensation is used. We
performed a bit-true fixed point simulation, which, as
shown in the figure, attains nearly the same performance as
floating point.
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Figure 3: CDF for distortion level in an active filter, and im-
provement using nonlinear digital compensation
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