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e HPC Processing
« SOA in the Clouc
 Hybrid Cloud Approach
 Deployed Concept
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HPC Processing Implementation

Multi-
Source |
Sensor ' Products )
Data created by
HPC are
used by
Orientation scientists,

Correction analysts and

\_ warfighter. 5
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Metadata and Wideband
: Metadata
data are carried together
throughou_t the LII_DAR ‘ Sensor Data \
Processing Chain )
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LIDAR CMMD Implementation

Necessary
metadata (profiles)
are determined by
analyzing products
created by LIDAR

scientists,

exploitation/tool
requirements, and
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LIDAR Data Model
and dictionary
encompass the
processing chain
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SOA on HPC

T

v
Mass Data

Storage
| Devices

File Copy

Logs and
Results

Processor
Tasking, Scripts

User Input
and Review
Processor
L Taskin
HPC Processing is Workflow 9
orchestrated by Scripts

SOA Technology
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SOA Processing of Large Data Sets

ﬁnhservatinn Set Details - Windows Internet Explorer

EiE)

———
gy A !f_ http:jisoacuster.irad.nga. net: 8880 scpwebfObservationsetDetails . htm?ObservationID=2

File Edit Vew Favorites Tools Help

W &

é Observation Set Details

SO

HOME VIEWS 0GC WEB PUBLISH REGISTER N
SERVICES PRODUCT OBSERV. SET ' SENSOR CLUSTER PHOCESSIN

OBSERVATION SET DESC  101090104:41.5PL TFRMTRM1HMUPHD COLLECTIOH DATE  2010-04-16 00:00:00.0 SENSOR TYPE LIDAR

METADATA PRODUCTS EXECUTE WORKFLOW WORKFLOW STATI

wiorknow: 58

Warkehain: L2b-L3 Pairwise/Multi Reg-Control Point

Process: Pairwise/Multi-look Registration

Job: Pairwise/Multi-look Registration

nLooks: numcoarse:

andleMumCoarse; initErr:
5

andlelniterr: 0.005

initErr3A;

¥_OBSERVATION COVERAGE WFBfig:
SBaz0e8_12hadTIEELS Inia

numFeatPoints slopeThresh:

ORI CONERAGE WS

coarseRange: angleCoarseRanoge;

alobat: B 7rue [ False angleSearch; e Elraise

hlockSize: 2h

Custom Products
are made using the
SCP interface
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Hybrid Cloud Approach

Heavy Iron & Cloud Components

Classified Time Dominant (In Theater)

Data delivered to
processing environments
via transportable
disk-drives

Processing of
Terabytes of data
occurs in theater

and is available
remotely via web
services/cloud

Further Processing of Gigabytes |

of data occurs at CONUS Cloud §

Computing facility and results are |
made available remotely via web =
services/cloud

Classified Long-term (Mapping)

Government
Networks Products are made

(Sensitive available to the
Data) warfighter through
web services

Data is processed and
accessed by analysts in

=
CONUS through web \O/i _
services and analyst ﬂ\(i

tools in the “cloud” \ e o~

— =

Government
Networks
(Sensitive

Data)
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NGA/IID Leads the Migration
of HPC Technology

NGA/IB NGA/S Sandia

Algorithms

Feedback

' Optimization | | )
on SNL Migration to
Super Operations
Computer

Sensor Data
(HALOE, ALIRT)

' Hostingon
External
HPC,
Clouds

Prototypes, Prototype

Processing

LIDAR

Product Initial CWG, HPC Theater
Evaluations LIFG Support Hosting COMMS
(Dark Storm) Connection
NGA/P NGA/ Other
ACQ/OCIO Locations
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Amazon Cloud Experiment

Proved Remote Access

« Using dedicated hardware solutions for High Performance Computing (HPC) is
very expensive and time consuming.

« The cloud approach allows computing resources to be shared among
numerous programs, allows dormant or unused resource to be allocated to
immediate needs, and allows more computing resources to be added as
needed.

« Theraw (L1) datais too large to move and is not readily available to
analysts/analyst tools. Provide access for the analyst (and tools) to the L2 data
and the product to be analyzed. Don’t waste time moving raw data around.

 For unclassified research, commercial vendors such as Amazon can be used to
build on-demand HPC clusters and analyst workstations. For sensitive data,
NGA Cloud environments can be developed/leveraged.

« Data from Sortie 33, Partition 25, unclass collection over Wash. D.C.

Level Data Type Typical Size
LO Raw Data 41GB
L1 3D Point Clouds 460 GB (10-12x)
L2 De-noised 3D Point Clouds 96GB (down 4.5x)
L3 Geo-registered L2 3D Point Clouds ~96GB (1x)
L4 DEMSs, viewsheds or other standard products 10-20 MB (down 500x)
L5 Specialized Products 10-20 MB (1x)
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The Next 15 years

HPC-based LIDAR Processing in the National Interest

Distributed
Faster Processing
Access for extremely
Storage large data
sets

Cloud
Computing
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For More Information

Anthony Galassi

C/Advanced Data Interoperability
NGA/IID

e anthony.k.galassi@nga.mil
e 571-557-5373
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