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Project Angstrom:
Building 1000-Core Processor Systems
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Challenges to Exascale Computing: The 3 P’s
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How to Get All Three

2. SEEC technology
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1. Fully Factored Angstrom Chip Design —
Yields Energy Efficiency and Scalability
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What Core to Use

10W/core to 50mW per core!

You don’t

Start with embedded tile core
Go from 300mW to 50mW




Tiled Approach is Power Efficient and Scalable
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2. SEEC: A New Computational Model

Self-Aware Execution (SEEC) — a computing paradigm in which
systems observe their runtime behavior, learn, and take actions
to meet desired goals

Observe
User indicates performance or energy goals and 'y @
provides alternatives of how to do things @ Heartbeats
System hardware and software manage Q Goals met? 5
everything else (e.g., locality, resilience), meeting
goals by adapting to changing conditions gfﬁ‘f’f - [> @j )
Learner @ _.\::

Decide Act
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2. SEEC — Selt Aware Computational Model
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2. SEEC — Selt Aware Computational Model
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2. SEEC — Selt Aware Computational Model
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Why SEEC?
Programming is Becoming very Hard

Data

mInI_SAR frontend nput > LowPass | | Beam | | Pulse

Task Filter Forming Compression

Mini-SAR app has many configurations in existing or future machines

# threads/stage O O O

Thread mapping - cores O O O

Core frequencies and voItageO O OO d O

Memory controller mapping O O O
Layout of threads and cores

Cache mana ement¢> O OO O OO O O
What if some?hing breaks—lloseacor@ O OO O OO O

Measured range of 0.07 - 0.7 pulses/sec/watt for various configurations
(10X range) — 10X in energy efficiency on the table!

Programmer can easily make bad choices in configuration
Best configuration can also change with input
Communication and cache variability

SEEC technology achieved 90% of optimal with minimal.....
programmer effort
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Roles in the SEEC Model

AYele allo

Express application
goals and progress

(e.g. frames/ second)

Read goals and
performance

Determine how to
adapt (e.g. How to
speed up the
application)

Provide a set of
actions and a callback
function

(e.g. allocation of
cores to process)

Initiate actions based
on results of decision
phase

The decision engine is key to enabling SEEC
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ODA Control Loop
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H.264 VVideo Encode: Procedural



PA20948
Typewritten Text

http://www.ll.mit.edu/HPEC/agendas/proc11/Day1/0905_Agarwal/tractor-scheduler-sub.avi

H.264 Video Encode: Self-Aware using
Heartbeats plus Heuristic A



http://www.ll.mit.edu/HPEC/agendas/proc11/Day1/0905_Agarwal/tractor-no-scheduler-sub.avi
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P Jormance (Frame/s)

Minimizing Power in a Self-Aware System
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P Jormance (Frame/s)

Minimizing Power in a Self-Aware System
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misses goals

w/o SEEC app
exceeds goals

SEEC adjusts algorithm
to meet goals




Decision Making Strategies

Control Theory Genetic/Evolutionary
Algorithms

Reinforcement
Learning

Neural Networks

Some different solutions
for decision making strategies
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Decision Making Strategies
Comparison of Different Approaches

Percentage of points outside thresholds

1.0

0.9
G.B—_
0.?—_
0.6—-
0.5—-
0.4—-
0.3—-
0.2—_
0.1 1

o

(@ Heuristic (O ALS Identification @ Reinforcement Learning
() Deadbeat @ Kalman Identification @ Neural Networks

blacksholes swaptions dedup X264 bodytrack
Benchmark

« WDP: measures the percentage of data points that are not in the desired performance interval

*(lower is better)
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Summary

Angstrom project is approaching the
computing problem with two key ideas

Create a fully distributed architecture

Create a fundamentally new
computational model — SEEC

Angstrom approach has the potential to
solve the power efficiency, performance
and programmability challenges

SEEC approach is showing promise as a
new way of building computer ystems ==
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