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Introduction

In the world of Image Processing the need of readagh-
resolution (HR) image from a low-resolution (LR)dge is
very common.
interpolation and is based on approximate the mjssi
pixels information from the surroundings of the low
resolution image. Image interpolation is widely dism the
different areas of imaging, computer vision, digita
photography, surveillance systems, etc. That isrdason
of the diverse algorithms proposed to solve thegena
interpolation problem such as cubic spline or adapt
spline interpolation techniques. However, most loése
methods are heuristics and based on a pixel-by-pass.

In this work, we have implemented on the MATLAB
Parallel Computing Toolbox the algorithm proposedLb

Chen and Kim-Hui Yap[l] to accomplished
interpolation. This algorithm is based ofikhonov
regularization technique [2] and tries to find gularized
solution to image interpolation by solving a dampeaist
square optimization problem. Furthermore,
products [3] and singular value decomposition (SYD¥]

are employed in this method in order to reduce the

computational cost of the algorithm. By using Patal
MATLAB, the performance of the algorithm can be
improved taking advantage of parallel array progreéng
over a multicore computer.

Problem formulation
The relationship between the LR and the HR imagesbe
modeled in matrix-vector formulation as follows:

g = DHf +n, (D)

whereg represents the LR image observedepresent the
HR image to be estimated in our case, and finallg the
additive noise vector. MatriXd represent the blurring
phenomena during the imagine acquisition causedhby
lens or imaging systems abdis the decimation matrix that
represents the decimation process.

Given the observed LR imagg the problem of estimating

the HR imagef can be formulated as a least square

problem. Using theTikhonov regularization techniquef,
will be the solution to:

min||DHf — g||3 + AlEflI} (2

but this calculation implies an extreme computatlaffort
due to the high dimensionality of the matrices imed.

The least square problem can be simplified usin® Svd
assuming that the matrix H can be decomposed hmto t
Kronecker product of two matrices [2, 5]:

H = H1®HZ (3)

This procedure is well known as image

image

Kronecker

Since the decimation matrl can be also decomposed, the
product DH can be simplified using the properties of
Kronecker products:

D=D,®D, (4)
DH = (D1®D;)(H,®H;) = (D1H,®D,H;) (5)

The expression above can be further simplified aating
the SVD ofD;H; andD,H,:

DiH; = U4[¥4|0]V] (6)
DyH; = Up[¥2| 0]V} (7)

Using these simplifications, the least square mnobtan be
reformulated as follows:
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Wherey = (V,®V2)Tf z=(U®Uy)"g
Resulting on the algorithm to be implemented:
z= (U@ U) (9
y= (%] ® [%2]) (is31elz] + ) 'z (10)

f =W vi) (11)

If the dimension of the HR image idM x dM, the
dimension of the matricdd,, U,, 2; and’, will be M x M.
Hence, the algorithm reduces significantly

computational cost with respect to the direct sofuto (2).
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As can be noticed from the algorithm representeavab
the only unknown is the variable This 4 is the Tikhonov

regularization parameter and can be found by mizimgi
the generalized cross-validation (GCV) function [1]

l(1-pH®DH)*)g||
trace(I-(DH)(DH)%))?2

GCV (D) = (12)

where(DH)* = (DH)"(DH) + AD)"*(DH)T

A simplified form of the GCV is obtained when Kraker
product and SVD are employed, resulting on:
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Wherea; andB; are thei-th singular value o and 2>,
respectively, and; is thei-th entry of the column vectar

GCV () = (13)



Parallel implementation

In order to improve the performance of the proposed
algorithm in terms of time computation, we used the
MATLAB Parallel Computing Toolbox for the
implementation. This  toolbox allows solving
computationally and data intensive problems on icwi¢
and computer clusters. Parallelization can beoperéd by
using some parallel constructors such as paraltelobps,
parallel code blocks or distributed arrays. This
parallelization can be implemented at a high lewith
minimum changes of the serial code. The interpmhati
algorithm has been implemented on the ParallelGamoby
using distributed arrays to store the large madringolved.
This implementation simulates a parallel environtmeyn
partitioning the data across multiple MATLAB sess0

Results
In this experiment, the algorithm proposed on [ldsw
implemented on MATLAB using the Parallel Computing

Table 1:
Comparison of the algorithm elapsed time on differet
architectures

Image Size — Lena.jpg

18

Implementation 256x256 | 512x512] 1024x1024  2048x204
Method
Time (s) | Time (s) Time (s) Time (s)
Matlab (serial) 0.084 0.64 7.78 113.11
Parallel Matlab 0.71 2.45 7.68 84.39
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