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Introduction

A cluster of Linux compute nodes can be coupled \ait
interconnect fabric such as Ethernet or InfiniBémdHigh
Performance Computing. Communication between coenput
nodes is commonly achieved using a library impletmgn
the MPI message-passing standard. Tools for pugfiéind
visualizing application performance on a single eade
available to help the application programmer imgrtncal
code performance. We introduce visualization toibiat
help identify and address global network and MPI
performance issues, and we use the tools to imagstithe
performance of several existing and emerging iot@mect
technologies.

Visualizing System Performance

In a Linux Cluster, application performance may be
degraded by issues with the interconnect, suchoasel
cables or mismatched channel adapters. A maintenan
tool like MPI Link-Checket' can help in rapidly
identifying and diagnosing system and network peois.
Figure 1 shows an InfiniBand-based cluster witke on
reduced-bandwidth node (the darker + in the rigirteh
chart, corresponding to a single-data-rate HCA doable-
data-rate cluster) and one improved-latency node (t
lighter + in the left-hand chart, corresponding aolow
latency TriCom-X" InfiniBand HCA).

Figure 1: MPI Link-Checker ™ shows latency and bandwidth.

The tool shows average and best-case performaneadh
connection, and can resolve message-size-depeiieht
issues. In addition, it simulates heavy interpredesffic to
detect potential network contention issues.

When the interconnect has been verified to be paife at
full capability, an application can be visually prested with
a tool like InfiniScopé. InfiniScope shows all connections
between HCAs and switches in an InfiniBand netwarkd
displays in real time the traffic passing througttte port,
as well as a historical record of traffic (at argsided time
scale) for a selected port or switch. InfiniScopeludes a
Fabric Loading Program that can simulate a variaty
traffic patterns, helping to answer architecturattgioning
guestions before code is written. Figure 2 showsttaffic

pattern for repeated parallel half-duplex transioissof
5 GB messages between randomly selected pairsd&sno
highlighting the performance of a TriCom-XHCA.
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Figure 2:
Measured Interconnect Fabric Performance
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Choice of the interconnect fabric is dependent ba t

application and other system considerations. Many
applications are latency-bound or bandwidth-bouadd
cannot achieve full parallel speedup if either

interconnect bandwidth or the latency become ddwatk.
Table 1 shows the measured bandwidth and latency
performance of a selection of fabric technologies.

Table 1: Interconnect Technologies Compared

the

Cable
Interconnect | Bandwidth| Latency| length
(MB/s) (Ws) (m)

Gigabit Ethernet 110 30 100
10GigE 860 9 100*
InfiniBand DDR 1455 3.6 100*
TriCom-X" .

InfiniBand DDR | 1890 18 | 100

* using Intel cables

Performance results to be presented
The presentation will include specific examples of:

1. Testing and validating network components;

2. Using visualization for rapid application
optimization in MPI Networks;
3. Improving application performance with lower
latency and higher bandwidth interconnects.
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