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Summary
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SAR imaging algorithm optimized for both Cell processor and Quad-
Core Xeon

— Cell implementation partially modeled after Richard Linderman work
Performance between two processors similar
Cell would generally perform better on a lower complexity problem

— Illustrated by bilinear interpolation implementation
Relative performance can be understood from architectural differences
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Back-Projection on Cell and Xeon
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y S|mp|e, general purpose SAR 8° Aperture, Public Release Data
imaging implementation '

Order n3 for nxn pixel
image tiles

— Per pulse:

4x oversampled range
compression FFT E
Per pulse, per pixel: "
« Single precision range
calculation
Linear range interpolation

Nearest neighbor table

lookup for 4pi/cf‘R phase
term

+ Optimized on both processor types

SIMD intrinsics for 4x parallelism per processing unit
— Multiple threads

Loops unrolled to eliminate instruction related stalls
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. Back-Projection Performance A
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: o s Back-Projection Performance
+ Performance on one Intel Quad-Core
Xeon 20% faster than on one IBM Cell
processor S ol
— 3.2GHz clock rate F 1o}
— Range compression not included in * o)
timing analysis 0] S
 Fast compared to projection process . . . . L puad Core Xeon
* Often performed by hardware front-end T etmangag
+ Cell implementation more difficult

— Explicit DMAs required

— Use of select, shift, and shuffle
intrinsics requried for efficient data
movement

Execution Time (ms)

+ Four 3.2GHz Xeon cores equivalent to ;
elght 1.6G HZ CoreS —+—P33 CellProcessor:

—+— Quad-Core Xeon

— Global memory access not a problem Image Diameter (el
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Back-Projection Range Calculation

0s

Maximurn Range Error Across rnage, For 10,000m Standoff
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Range calculation accounts for 43% of
execution time on Cell processor, and
33% on Xeon I
Square root used in range calculation, for
maximum generality
The square root can be replaced by a e
much faster approximation
= |Irll - [Ir-s]| = <r,s>/||r|| when [[s]|<<]|r[|
— Other approximations are possible ﬁug.
— The allowable error is application ol
dependent
The performance on Cell processor is

01F

then closer to the performance on quad-

0
0

core Xeon

1 I 1 1 1 1 1 I 1
10 20 30 40 a0 B0 70 80 S0
Distance in Image frorm Mearest Accurately Calculated Range ()

Error for Inner-Product
Range Approximation
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Single Verses Double Precision
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+ Double precision most important for range calculation
+ PS3 Cell double precision instructions very slow

13 cycle latencies with unavoidable 6 cycle stalls

Throughput ~6x worse where used

+ Double precision comparison would be much less favorable for PS3 Cell

Single Precision Double Precision
n a0

40

J-20 10
125 E ppe
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Why Performance is Not Predicted by
Peak GFLOPS Figure (cont.)
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< Instruction pipeline differences
— Cell processing element has two pipelines, but only one is for arithmetic
instructions

— Xeon has multiple ports and execution units, and can issue two (2-cycle-
throughput) instructions per cycle, with data movement often not requiring

additional cycles

Even pipeline Oidd pipeline 8B [instruction T1.13 -
S - ~ e prefetcher

Floating-point unit | Permute unit vele Microcode ROM 1L0p queue >
: : 3 - » =
Fixed-point unit | Local store unit [ © I
Channel unit 256-KB i ) ;
T p— 1 local store ‘ memory wop queue | ‘ Integer/Floating Point wop queue E
; ; ; Syslem | E
I I l i l l J + Bus L.2 cache ‘ Memory Scheduler ‘ |SJm’-'.(:‘cncrm FP Sched. ‘ | Simple ]-]" E
" W ] 5

Result forwarding and staging Integer Reg. File | L

Bypass network

‘P Reg. File/
Register file ] vpass netwo
= ) oo
128-byte | [128-byte AGU || acu | | aLU ||| ALU MIF»[‘J)‘( Fp
Instruction issue unit! read write tstore) || (load) h:[llp\c Camplex <l [‘:] Move
instruction line buffer (2x)

— 1 2B
Memory cvele “——“

On-chip coherent bus
flow controller |—»
(MFC) L1 Data
— 8 bytes per cycle — 16 bytes per cycle cache
(8 KB)
— 64 bytes per cycle = 128 bytes per cycle
Xeon Core

Cell Processing Unit
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Why Performance is Not Predicted by
Peak GFLOPS Figure (cont.)
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+ Operation count poorly reflects computational difficulty

— Transcendental functions are orders of magnitude slower than most other
arithmetic operations

— Efficiency of table lookup depends on instruction set characteristics not
reflected by peak performance figure

— Shuffling of data into registers for efficient SIMD operation can be the slowest
part of the process, and is not predicted by operation count

1D 2345 rotqbyi $45,$113,8
oD 3456 shli $115,$81,4
1D 345678 lqd $94,224($sp)
0D 4567 shli $113,$55,4
1D 456789 stqd $34,5984($sp)
0D 5678 shli $112,$53,4
1D 567890 lgx $31,$126,$127
0D 67 ceqi $80,$65,0

1D 678901 lqd $95,240($sp)
0D 78 andi $65,$27,1

1D 7890 rotqbyi $15,$105,8
0D 8901 shli $105,$45,4
1D 8901 rotqbyi $60,$28,8

0D 90 ceqi $65,$65,0

1D 9012 rotqbyi $52,$19,8

Example Cell processor disassembly and timing analysis
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+ Bilinear affine transformation of 256x256
pixel 8-bit images

Bilinear Interpolation on Cell and Xeon

>

Vector intrinsics used for both
implementations

Instruction related stalls eliminated on
Cell

DMA time still negligible on Cell — no
double buffering required

Data movement and type conversions
required significant optimization on
Xeon

More difficult programming would be
required for Cell to handle images too
big to fit in 256KB memory local to each
processing unit

Order n? for nxn pixel images
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Xeon Memory Bottleneck vs Celi

+ Four 3.2GHz Xeon cores have
1.5x the performance of eight
1.6GHz cores

— Front-side bus is 1600MHz vs
1066Mhz

— Main memory access is limiting
factor, not computation or
cache use

Memory Controller

A
A 4

Main Memory

4 One 3.2GHz IBM Cell processor
has 2.4x the performance of one
3.2GHz Intel Quad-Core Xeon

— Data movement much more
difficult to program, but much
more efficient

16Bicycle 16Bicycle

Dual RRAC 11O
XDR ™

64-bit Power Architecture
with WMX for traditional
computation
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Current and Future Work
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+ SSE Optimized polar-format

Image warped to fixed coordinates

Includes wavefront curvature and
other corrections

Currently about 7x faster than
back-projection implementation,
but with limitations

4 Intel Nehalem

On-board memory controller
‘QuickPath’ memory interconnect
Up to 8 cores per die

4 Intel Larrabee

24 x86 cores

4-way multithreading per core
SSE

32KB L1 cache, 512KB L2 Cache

|ptel Mehalam microachlechang

quisdruple associafive Instruction Cache 32 KByte,
128-eniry TLE-4K, 7 TLE-2/4M per thread

1z l
| Prefatch Bulfar {15 Bytes) ] F?;fg;n
globalbimodal,
loog, indirest
Instrsction Length Dacadar Imp
111111 |
Instruction Cuaus
18 %88 Instruclions
Alignmient
MacroOp Fuslon

=B B B

AR

3 x 64 BiY

133 GT/e

Laap k r
Stream —| Decoded Instruci on Quoeue (28 noP oniries) |'- Micro
Dacodor I I 1 1§ Insarustion
| Wco0p Fusion | Suquancer
éx
H;Ilrnmnm 2 x Raglstor Allacation Tabl (RAT)
e[ Poorder Buller [128-00ry) Wbod [

| nmm S1n-|1-lnn|;|-25-'|r|rl;r_} fusad |

1am
wainple assacalive Data Gache 32 RByte,
TLE-2iM

Bd-gniry TLB-4K, 33-aniry

GTis: gigatransfers par second
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