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STAP-BOY: Concept

STAP-BOY goal:
Develop low-cost, scalable, teraflop, embedded 
multi-modal sensor processing capability based on 
commercial off-the-shelf (COTS) graphics chips

Problem:
Complex sensor modalities and algorithms needed for 
smaller platforms (SAR, 3D-motion video, STAP, SIGINT*…)
Low-cost platform constraints limit real-time on-board/off-
board and distributed sensing algorithms and performance
Timely distribution, visualization, and processing of mission-
critical data not available to tactical decision makers

STAP-BOY approach:
Map complex algorithms to COTS 
graphics chips with open source
graphics languages
Prototype scalable parallel embedded 
computing architecture for handhelds to 
teraflop single card
Demonstrate on available tactically 
representative sensor systems 
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Applications Pull
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Presentation Notes
This slide discusses the applications pull for the phase two STAP-BOY activity.  The dynamics in increasing throughput requirements for applications is three-fold.  The first is that the sensor resolution continues to improve as well as the persistent capability of the sensor platforms.  The second is that the communications bandwidth remains constant so that increases the requirement to perform processing on board the platforms for the sensor so that only data of interest is transmitted to the ground station.  The third is that the platforms are cost constrained, and that more dollars are not available for the continued development of sensor capability.  In summary, the sensor development in resolution outpaces the development in communications bandwidth, and dollars available for processing.  STAP-BOY addresses these challenges by uniquely exploiting the low dollar/watt/flop capability of the commodity graphics processor to provide low cost tera-flop computing.  The cost constrained platforms include UGV/UAV platforms where a mini-blade mounted processor will apply, and the dismounted soldier who requires a handheld to process advanced sensor data such as ultra-high resolution wall penetrating radar.



The application of the GPU to DoD signal processing challenges was shown in phase one to be particularly advantageous for signal processing on large arrays which is directly related to increasing sensor resolution.  In particular, the algorithm exemplars for this figure are selected from the STAP-BOY phase one algorithm demonstration and include GMTI-STAP, wide area SAR/tomography, and EO/IR motion detection and track before detect. These are discussed below:



 In the case of the EO/IR track before detect, this algorithm involves the estimation of image registration coefficients, remapping of the imagery to a common frame, subtraction, and shift and stacking of the imagery according to a target model.  In the case of the analysis on this slide, we assumed here that there were 10,000 targets (dismounts) in a square kilometer, and that 16 frames were needed to be stacked and added to detect a dim target.  Dim targets are present in the day when the signature is close to the background, and at night time, for example, with uncooled SWIR imaging camera.  Current and future persistent surveillance platforms are collecting significant quantities of high resolution mega pixel video from EO/IR cameras for storage and playback. The example is Constant Hawk (counter IED mission) (100Mpixel, 2 Hz).  Currently capability only playback, and projected processor capability only able to provide surveillance over small area due to pixel and processing requirements. More pixels are required to survey larger image regions. The future capability will require the imagery to be processed for detection and tracking of movement of dismounts and low contrast targets, and low contrast change detection for placement of IED(s). Idea is to store only the data with the suspected activity which increases the speed at which the data can be accessed and flagged for automatic insurgency interdiction.  The dismount version of this capability will require either on board or on a hand held to process the overhead data immediately for dismount mover detection and tracking from multiple UAVs in the vicinity of the handheld ground station, and overlay this imagery onto a map.  In the STAP-BOY phase one program, SAIC demonstrated the ability to outperform CPUs by 20:1 and sustain 8 GFLOPS of computation rate with commercially available tools as a starting point.



Another key challenge is in the area of high resolution SAR.  Two factors are important to note, one is that the SAR center frequency is increasing from say Ka to W band, and that the search area and the resolution due to the increase in frequency continues to increase proportional to the frequency. This data will be required to be processed on the ground station, or the platform in the case of communications constrained platforms.  In the case of the smaller UAV platform, low cost SAR image formation will need to be performed on communication constrained platforms, prior to distribution to the ground station.



The third application is GMTI-STAP weight calculation. In phase one of the STAP-BOY program, SAIC demonstrated that all of the weight calculation for the Global Hawk MPRTIP planned and future upgrades in GMTI-STAP could be performed with a single GPU. The need to detect and track dismounts in all weather is required and the jamming environment is increasing in complexity, as well as transmit frequency of the radar, which is in turn demands higher degrees of freedom to compensate for clutter motion and jamming cancellation for slow moving targets.  Often, the sample support is not present to support 128 DOFs, and the STAP weight calculation needs to include a rank dependent signal processing architecture.  SAIC has developed a signal dependent rank reduction Weiner filter, which requires new weights to be estimated for each target model.  In addition, the number of radar channels are projected to increase with increasing radar resolution.  The impact of both of the signal dependence and the increased number of channels will require more beams to be formed for each weight solution, and the increasing resolution and performance of the radar will increase the number of range gates to which to apply the beamforming weights.  The graph depicts three  cost/volume/power application examples for GMTI STAP from the communications and smaller sensor manned and dismount compute platforms to the higher resolution, communications and cost constrained unmanned platforms for future detection and search needs.
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NVIDIA® GPU Performance/Power Study

Category Desktop Desktop Mobile

Process (nm) 65 90 65

Transistor Count (Millions) 1400 681 754

Stream Processors 240 128 96

Shader Clock (GHz) 1.30 1.35 1.25

Memory Clock (MHz) 1107 900 800

Memory Amount (MB) 1024 768 512

Thermal Design Power (W) 236 177 65

Release Date June 2008 November 2006 November 2007

GeForce™ 280 GTX GeForce™ 8800 
GTX

GeForce™ 8800M 
GTX

NVIDIA and GeForce are trademarks or registered trademarks of NVIDIA Corporation
in the United States and/or other countries.
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CPUs vs. GPUs: Head to Head (Floating Point)

820 million Transistors 1400 million

3.0 GHz Clock Speed 1.3 GHz

4 Number of Cores 240

Serial Programming Model Highly parallel
Minimize latency Design Goal Maximize throughput

Complex cores:
• Branch prediction
• Out-of-order execution

Design 
Approach

Simple cores:
• Smaller caches
• In-order execution

130 W Thermal Design Power (TDP) 236 W

96 GFLOPS
Theoretical Max. Computation 

Rate 
(single precision)

933 GFLOPS

Intel® quad-core Q9650 NVIDIA® 280 GTX

Intel is a registered trademark of Intel Corporation in the United States and/or other countries.
NVIDIA is a registered is a registered trademark of NVIDIA Corporation in the United States and/or other countries.
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IRSTAP Application

• Adapt weights
– Covariance estimation
– Covariance factorization
– Find LMS solution

• Apply AMF - convolution
• Compute CFAR thresholds

– Estimate standard deviation for each block
– Adapt local standard deviations, excluding CUT

• Gather detections into dense detection list

Tracker

Distribute 
Imagery to GPUs

Estimate Local
Space-Time 
Covariance

Covariance 
Factorization

Adapt Matched 
Filter Weights

Space-Time
Multiple Weight 

Solver Apply Adaptive 
Matched Filters 

(AMF)

STAP Velocity
Hypothesis

Space-Time 
AMF

Space-Time 
AMF

Space-Time 
AMF

Compute 
Adaptive CFAR 

Thresholds
Gather 

Detections
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IRSTAP Kernels

• Image preprocessing
– Registration
– Clutter subtraction
– Spatial demeaning

• Covariance calculation
– Ensemble generation
– Covariance calculation

• Weight adaptation
– Cholesky Factorization
– Back and forward substitution

• Weight application
– Convolution

• Adaptive CFAR threshold adaptation
– Localized standard deviation
– Complex mean kernel

• Detection reduction
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IRSTAP Benchmarks GFLOP/s

0

50

100

150

200

250

300

350

Covariance Factorization AMF Solver Convolution 5x5x5 Standard
Deviation

G
FL

O
P/

s

8800M GTX GFLOP/s 8800 GTX GFLOP/s 280 GTX GFLOP/s



9

IRSTAP Benchmarks GFLOP/W
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Matrix Multiplication GFLOP/s

GPU Multiplication is SGEMM is from the NVIDIA® library

0 500 1000 1500 2000 2500 3000 3500 4000 4500
0

50

100

150

200

250

300

350

400

Matrix dimension

G
F

LO
P

S

BLAS Matrix Multiplication (SGEMM) Performance, Square Matrices
NVIDIA ® CUDA Version 2.0, Windows XP ®

NVIDIA® 8800 GTX
NVIDIA® 8800M GTX
NVIDIA® 280 GTX
IBM® Cell Blade
3.0 GHz Intel® Core Duo

NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered 
trademark of Microsoft Corporation in the United States and/or other countries. IBM is a registered trademark of International Business Machines Corporation in 
the United States and/or other countries. Intel is a registered trademark of Intel Corporation in the United States and/or other countries.
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Matrix Multiplication GFLOP/W
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NVIDIA® CUDA™

 

Version 2.0, Windows® XP

NVIDIA® 8800 GTX
NVIDIA® 8800M GTX
NVIDIA® 280 GTX
IBM® Cell Blade
3.0 GHz Intel® Core Duo

NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered trademark of Microsoft 
Corporation in the United States and/or other countries. IBM is a registered trademark of International Business Machines Corporation in the United States and/or other countries. 
Intel is a registered trademark of Intel Corporation in the United States and/or other countries.
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2D Complex FFT GFLOP/s

GPU FFT is from the NVIDIA® CUFFT library

NVIDIA® 8800 GTX
NVIDIA® 8800M GTX
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3.0 GHz Intel® Core Duo
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Version 2.0, Windows® XP

NVIDIA® 8800 GTX
NVIDIA® 8800M GTX
NVIDIA® 280 GTX
IBM® Cell Blade
3.0 GHz Intel® Core Duo

NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered trademark 
of Microsoft Corporation in the United States and/or other countries. IBM is a registered trademark of International Business Machines Corporation in the United 
States and/or other countries. Intel is a registered trademark of Intel Corporation in the United States and/or other countries.
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2D Complex FFT GFLOP/W
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Version 2.0, Windows® XP

NVIDIA® 8800 GTX
NVIDIA® 8800M GTX
NVIDIA® 280 GTX
IBM® Cell Blade
3.0 GHz Intel® Core Duo

NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered trademark of 
Microsoft Corporation in the United States and/or other countries. IBM is a registered trademark of International Business Machines Corporation in the United States 
and/or other countries. Intel is a registered trademark of Intel Corporation in the United States and/or other countries.
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Cholesky GFLOP/s
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Version 2.0, Windows® XP

NVIDIA® 8800 GTX
NVIDIA® 8800M GTX
NVIDIA® 280 GTX
IBM® Cell Blade

NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered trademark of Microsoft 
Corporation in the United States and/or other countries. IBM is a registered trademark of International Business Machines Corporation in the United States and/or other 
countries. 
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Cholesky GFLOP/W
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NVIDIA® CUDA™ Version 2.0, Windows® XP

NVIDIA® 8800 GTX
NVIDIA® 8800M GTX
NVIDIA® 280 GTX
IBM® Cell Blade

NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered trademark of Microsoft 
Corporation in the United States and/or other countries. IBM is a registered trademark of International Business Machines Corporation in the United States and/or other 
countries. 
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Cholesky Efficiency
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NVIDIA ® 8800M GTX
NVIDIA ® 280 GTX
IBM® Cell Blade

NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered trademark of Microsoft 
Corporation in the United States and/or other countries. IBM is a registered trademark of International Business Machines Corporation in the United States and/or other 
countries. 
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2D Convolution GFLOP/s
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NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a 
registered trademark of Microsoft Corporation in the United States and/or other countries.
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2D Convolution GFLOP/W
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NVIDIA and CUDA are trademarks or registered trademarks of NVIDIA Corporation in the United States and/or other countries. Windows is a registered 
trademark of Microsoft Corporation in the United States and/or other countries. 



19

Power Estimation

• Using thermal design power (TDP) for each device
– NVDIA® 8800 GTX 128SP 1.35Ghz – TDP: 177W

– NVDIA® 8800M GTX 96SP 1.25Ghz – TDP: 65W

– NVDIA® 280 GTX 240SP 1.30Ghz – TDP: 236W

• Cell – estimating TDP: 160W with 90nm process

NVIDIA is a registered trademark of NVIDIA Corporation in the United States and/or other countries. 
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Questions ?



21

Just for comparison…

2 Cell 
Processors 
per blade

Assume Cell Processor power 
consumption is approximately 

160   W
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