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True Structured ASIC
−

 

Only Top Layers Custom

FPGA Architecture with 
ASIC Routing

Flexibility of FPGA Design with Cost 
and SWaP Features of ASIC
Reduce:
−

 

Power by 50-70% (over FPGA)
−

 

Design time from 52 Weeks (ASIC) to 20 
Weeks (Hard Copy)

−

 

Unit Cost after NRE estimated of $350,000
−

 

Risk – virtually zero risk conversion
−

 

Size by 60-85%

Can be same pinout
Up to 50% Performance Improvement
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FPGA FPGA FPGA

FPGA Compute Node (200 Watts)

Power:
3 FPGA = 60 Watts
Memory\Other = 40 Watts
DC-to-DC Loss = 20 Watts
I\O (Serial) = 80 Watts
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Presenter
Presentation Notes
XtremeData has done a great job providing an FPGA coprocessing solution which leverages commodity hardware economics.  A module with an Altera FPGA and pins underneath plugs into an Opteron socket in place of an Opteron CPU.  This module is able to access the DRAM banks and to use HyperTransport to communicate with the Opteron which is in the other socket.

As another example of leveraging commodity hardware for FPGA coprocessing we have the SRC solution.  SRC has an architecture which interfaces to the motherboard through the memory DIMM socket – an approach which enables bandwidth of over 14GB/s of data from Opteron or Xeon memory.  Their MAP module can plug into the space for a disk drive and use the power connector for that disk drive bay.  The SRC Carte Tool Chain supports easy to use acceleration of C or FORTRAN code.

The series H MAP used in the SRC-7 comes in two variants. The first of these is the Random Logic variant and contains two traditional 30 Mgate user logic chips clocked at 150 MHz. 
The MAP connects to the rest of the system through two Main I/O ports that sustain a total data payload of 14.4 Gbytes per second. These ports can connect to either the Hi-Bar switch or a SNAP interface. 
Each MAP has two 1 Gbyte globally shared DDR2 SDRAM common memory banks, called OBCMs, to provide a high volume of memory close to the processing elements. While these are accessible by all compute elements in the system, the Global Rsource Manager will favor their assignment to programs running on that particular MAP.
In addition, there are 10 banks of SRAM that support 20 simultaneous 64 bit memory accesses per clock. All of these memory banks are accessible from either User Logic chip, and data can also be moved between the User Logic chips, interleaved with OBM accesses based on the users needs. 
Direct external connection to the User Logic is achieved through the GPIO interface. This high bandwidth port can be connected to a variety of GPIOX cards. This port can be used to chain MAPs together and support data streaming between MAPs, or to allow direct connection to peripherals or sensors. As with all SRC systems, streaming between all parts of the MAP is supported through the Carte Programming Environment. 
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