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Embedded Processor Evolution

• 20 years of exponential growth in FLOPS / W
• Requires switching architectures every ~5 years
• Cell Processor is current high performance architecture
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MFLOPS / W for i860, SHARC, 603e, 750, 7400, and 7410 are extrapolated from board wattage.  They also include other hardware energy use such as memory, memory controllers, etc.  7447A and the Cell estimate are for the chip only.  Effective FLOPS for all processors are based on 1024 FFT timings.  Cell estimate uses handcoded TDFIR timings for effective FLOPS.

There are other attractive alternatives, FPGAs and GPUs.  Programming these chips is very different from the classic general purpose processors, so how they will fit into the story remains to be seen.  In this session, we will concentrate on Cell.
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Cell Features

Synergistic Processing Element

•128 SIMD Registers, 128 bits wide

•Dual issue instructions

Local Store

•256 KB Flat memory

Memory Flow 
Controller

•Built in DMA Engine

Element Interconnect Bus
•4 ring buses

•Each ring 16 bytes wide

•½ processor speed

(VMX)

•Overall Performance
• Peak FLOPS @ 3.2 GHz:  204.8 GFLOPS (single), 14.6 GFLOPS (double) 

• Processor to Memory bandwidth: 25.6 GB/s

• Power usage: ~100 W  (estimated)

• Cell gives ~2 GFLOPS / W

Cell offers significant 
performance benefits 
over other 
programmable 
technologies

•Max bandwidth 96 bytes / cycle (204.8 GB/s @ 3.2 GHz)
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Max bandwidth taken from T. Chen et. al., Cell Broadband Engine Architecture and its first implementation: A performance view,
IBM, 2005 .  Other numbers are based on Mercury’s best system available at this time running at 3.2 GHz.
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In This Session

• FFTC:  Fastest Fourier Transform for the IBM Cell 
Broadband Engine

– Virat Agarwal, Georgia Institute of Technology

• Implementation of SIGINT Application on Cell-BE
– Richard Besler, Black River Systems Company

• Performance of a Multicore Matrix Multiplication Library
– Robert Cooper, Mercury Computer Systems
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Other Cell Related Talks

Wednesday:
• Session 4:  Novel Applications

– Projective Transform on Cell:  A Case Study

Thursday:
• Session 5:  Multicore Environments  

– High Performance Simulations of Electrochemical Models on the Cell 
Broadband Engine

– Sourcery VSIPL++ for the Cell/B.E.
– Programming Examples that Expose Efficiency Issues for the Cell 

Broadband Engine Architecture
– PVTOL:  A High-Level Signal Processing Library for Multicore 

Processors
• Focus 5:  Benchmarking 

– Exploring Multi-core Processors with Realistic Signal- and Image- 
processing Application Benchmarks

• Poster / Demo C:  Cell / GPU Technologies
• Session 6:  Awards Session

– Implementation of Polar Format SAT Image Formation on the Cell 
Broadband  Engine
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Additional talks related to Cell in this workshop.  Poster sessions have not been explicitly mentioned due to space.
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