
Use of Dense Wavelength Division Multiplexing 
(DWDM) Optical Interconnects to Improve 

Processing Architecture Connectivity

• High performance DWDM 
interconnects moved to 
processor-to-processor 
communication

• Necessary to reduce the 
component size to fit 
into processor modulesComputing Cluster

CC CC

10GbE x 80-160 wavelengths



Three Phase Program Overview

Air Force Research Laboratory 
Highly Integrated Photonics (HIP) Program

Length

Scope

# Tech. 
Suppliers

Network

Outcome

Phase I

12 Months

Architecture Formulation/ 
Core Technology Demo

1

Backbone & Bus: 
Broadcast and Select

Test Chips

Phase II

33 Months

Functional Prototype 
Devices

2

Bidirectional Bus: 
Broadcast and Select

Functional Chips/ 
Lab Functional Demo

Phase III

42 Months

System Application 
Development

4

WDM Star: 
Broadcast and Select

Qualifiable 
Demonstration in 
Application Form Factor



Phase III Component Overview
 

- Optically 
transparent 
network 

- Fault tolerant 
passive star 

- Broadcast 
and select 
pushes packet 
routing to 
edges. 

- Optically 
transparent 
network

- Fault tolerant 
passive star

- Broadcast 
and select 
pushes packet 
routing to 
edges.

Air Force Research Laboratory 
Highly Integrated Photonics (HIP) Program

Pump + EDWA
(7x20) AWG (15x18) 32 PINs (10X36)

IsolatorIsolator
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