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Presentation OutlinePresentation Outline
•• Autonomous vehicles demand new approaches for Autonomous vehicles demand new approaches for 

algorithm design and computationalgorithm design and computation

•• We are experimenting with We are experimenting with ““cognitive techniquescognitive techniques””
to address limitations of to address limitations of ““algorithmic techniquesalgorithmic techniques””

•• We are developing new system and hardware We are developing new system and hardware 
elements to improve the performance and elements to improve the performance and 
applicability of the applicability of the ““cognitive techniquescognitive techniques””
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Dynamic MultiDynamic Multi--UAV Mission UAV Mission 
PlanningPlanning
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UAV Search and Destroy (SAD) Mission UAV Search and Destroy (SAD) Mission 
PlanningPlanning
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Fielded Mission Planning SystemsFielded Mission Planning Systems
•• Fielded Systems Manage:Fielded Systems Manage:

•• Targets, threatsTargets, threats
•• Geographical, terrainGeographical, terrain
•• Aeronautical constraintsAeronautical constraints
•• TacticsTactics
•• Radar cross sectionRadar cross section
•• Weapons/SensorsWeapons/Sensors
•• ……much moremuch more

FF--117117

FF--2222
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““FuzzballFuzzball””
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Fielded Systems: Algorithmic ApproachFielded Systems: Algorithmic Approach

FramingFraming

Combinatorial Solver:Combinatorial Solver:
Constrained minimumConstrained minimum--costcost

path searchpath search
((DijkstraDijkstra, , BertsekasBertsekas based)based)

Target, ThreatsTarget, Threats
Geography, TerrainGeography, Terrain

Aeronautical constraintsAeronautical constraints
TacticsTactics

Radar cross sectionRadar cross section
Weapons/SensorsWeapons/Sensors

……many moremany more

Edge costs on an Edge costs on an overlayoverlay
grid graphgrid graph for theatrefor theatre

Constraints over planningConstraints over planning
parametersparameters

Mission PlanMission Plan
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Processing BenchmarksProcessing Benchmarks

ConstrainedConstrained
~ 30 seconds~ 30 seconds

1.7 GHz Processor1.7 GHz Processor
3 Mission Objectives3 Mission Objectives
4 Alt (7,10,15,20K)4 Alt (7,10,15,20K)
5nm Edge5nm Edge
22ndnd NeighborNeighbor
600 x 800 nm600 x 800 nm

““ToyToy”” ScenarioScenario

Current fielded Current fielded 
systems can requiresystems can require

minutes or hoursminutes or hours of computationof computation
time ontime on

large clusterlarge cluster

Thus largely held to Thus largely held to 
prepre--mission planningmission planning
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Dynamic MultiDynamic Multi--UAV MPUAV MP
•• Multiple UAVs  Multiple UAVs  

•• CollaborationCollaboration
•• AssignmentAssignment
•• RoutingRouting

•• Larger regions, finer granularitiesLarger regions, finer granularities
•• More complicated constraintsMore complicated constraints

•• Route deconflictionRoute deconfliction
•• Complex tacticsComplex tactics

•• ContingenciesContingencies
•• New targets/threatsNew targets/threats
•• WeatherWeather

Exponential Exponential 
Increase in Increase in 

Problem Problem 
ComplexityComplexity

DynamicDynamic
RequirementRequirement
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Making Making ““algorithmic techniquealgorithmic technique”” tractabletractable

•• Limit dimensions (grid size, LO Limit dimensions (grid size, LO fuzzballfuzzball))
•• Avoid symbolic constructs Employ suboptimal Avoid symbolic constructs Employ suboptimal 

heuristics Abstract to use highly linear solversheuristics Abstract to use highly linear solvers
•• Separate parameters and approximate in phasesSeparate parameters and approximate in phases
•• Refine from previously computed planRefine from previously computed plan
•• Labor, labor, labor Labor, labor, labor ……

But faced with But faced with 
exponential problem exponential problem 
complexity growth, is complexity growth, is 
there a better way?there a better way?
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Cognitive ApproachCognitive Approach
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Inspirations from an ArchitectureInspirations from an Architecture
•• The only known generalThe only known general--purpose purpose 

architecture for solving AIarchitecture for solving AI--hard problemshard problems
•• Humans donHumans don’’t solve AIt solve AI--hard problems hard problems 

through exhaustive search or algorithmic through exhaustive search or algorithmic 
computationscomputations

•• They use (slow but) massively parallel They use (slow but) massively parallel 
hardware to:hardware to:

•• perceive the problem, represent it in perceive the problem, represent it in 
structured form and generate perceptual structured form and generate perceptual 
solution constraintssolution constraints

•• apply accumulated expertise to quickly apply accumulated expertise to quickly 
generate local piecewise solutions and generate local piecewise solutions and 
combine them into complete solutionscombine them into complete solutions

•• apply general knowledge and reasoning apply general knowledge and reasoning 
ability to refine solutions and overcome ability to refine solutions and overcome 
holes in expertiseholes in expertise

•• They improve their solutions iteratively and They improve their solutions iteratively and 
dynamically rather than strive for perfect, dynamically rather than strive for perfect, 
optimal firstoptimal first--time solutionstime solutions

These 3 stages roughly These 3 stages roughly 
correspond to protocorrespond to proto--, , 

micromicro-- and macroand macro--
cognition in our cognition in our 

architecturearchitecture
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PCAA Cognitive Architecture DesignPCAA Cognitive Architecture Design
•• PCAA Cognitive ArchitecturePCAA Cognitive Architecture

•• Inspired by human cognitive Inspired by human cognitive 
architecturearchitecture

•• Solves problems in layers:Solves problems in layers:
•• Proto: SelfProto: Self--organization organization 

(perception) layer; (perception) layer; 
Subsymbolic; parallel; Subsymbolic; parallel; 
O(n)O(n)

•• Micro: ExpertiseMicro: Expertise--based, based, 
reactivereactive--reasoning layer; reasoning layer; 
Hybrid; mixed flow; O(nHybrid; mixed flow; O(n11))

•• Macro: KnowledgeMacro: Knowledge--based based 
reasoning layer; reasoning layer; 
Symbolic; serial; O(2^nSymbolic; serial; O(2^n22))

•• Designed for efficient Designed for efficient 
satisficing of hard problems satisficing of hard problems 
through controlled mix ofthrough controlled mix of
•• symbolic/subsymbolic repssymbolic/subsymbolic reps
•• serial/parallel flowsserial/parallel flows

Intelligent collaboration of Intelligent collaboration of 
heterogeneous components  to heterogeneous components  to 

efficiently and robustly solve efficiently and robustly solve 
cognitive problemscognitive problems

MacroMacroMacro

MicroMicroMicro

ProtoProtoProto

ApplicationsApplications
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Human Solutions to Tour ProblemHuman Solutions to Tour Problem
•• Linearly scalable solution timesLinearly scalable solution times

•• Initial moves are more expensive Initial moves are more expensive 
than (constant) subsequent movesthan (constant) subsequent moves

•• Typical human solution within 5% of Typical human solution within 5% of 
the optimal solution (good enough?)the optimal solution (good enough?)

•• Profitably ignores nonProfitably ignores non--local highlocal high--
frequency problem featuresfrequency problem features

•• Human approach: a combination ofHuman approach: a combination of
•• global parallel perceptual processes global parallel perceptual processes 

for grouping by proximity (problem for grouping by proximity (problem 
decomposition)decomposition)

•• perception of contours and perception of contours and 
goodness of pathgoodness of path

•• local serial search processlocal serial search process

Given the raw Given the raw 
problem (left), an problem (left), an 
intermediate intermediate 
representation representation 
based on clustering based on clustering 
provides a reduced provides a reduced 
planning space planning space 
which the planner which the planner 
rapidly and easily rapidly and easily 
solvessolves

•• People solve a much People solve a much 
simpler problem than simpler problem than 
computer scientistscomputer scientists

•• If the perceptual If the perceptual 
representation is representation is 
powerful enough, powerful enough, 
cognition can be cognition can be 
relatively simple and relatively simple and 
provide good resultsprovide good results

•• Serial search but Serial search but 
controlled, adaptive, controlled, adaptive, 
knowledgeknowledge--basedbased

Note: Data from Brad BestNote: Data from Brad Best’’s thesiss thesis
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Some Tentative ResultsSome Tentative Results
•• Controlled coverage Controlled coverage 

acrossacross
•• symbolic/subsymbolic symbolic/subsymbolic 

repsreps
•• serial/parallel flowsserial/parallel flows

search depth
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Original Original 
complexitycomplexity
for Micro for Micro 
CognitionCognition

•• Hints of synergistic Hints of synergistic 
interactions among layers interactions among layers 

•• Collaboration to reduce Collaboration to reduce 
individual complexities of individual complexities of 
cognitionscognitions

•• Hints of reduced effective Hints of reduced effective 
problemproblem--solving complexitysolving complexity
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Plan: Maturing Architectural VisionPlan: Maturing Architectural Vision
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Towards Cognitive ApproachTowards Cognitive Approach
•• Many combinatorial problems can be solved by meta Many combinatorial problems can be solved by meta 

heuristicsheuristics
•• Iterated Local SearchIterated Local Search
•• TabuTabu
•• Genetic AlgorithmsGenetic Algorithms
•• Simulated AnnealingSimulated Annealing
•• ……

•• Draw on additional heuristics coming from cognitive systemsDraw on additional heuristics coming from cognitive systems
•• SOARSOAR
•• ACTACT--RR
•• SwarmingSwarming

•• Complexity ReductionComplexity Reduction
•• Use cognitive techniques for assignment problems as well as Use cognitive techniques for assignment problems as well as 

approximations for the solversapproximations for the solvers
•• Intelligently forego exact solutions for timely satisfactory Intelligently forego exact solutions for timely satisfactory 

solutionssolutions
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Mapping the Architecture to HardwareMapping the Architecture to Hardware
•• 22--pronged strategypronged strategy

•• Build kernels for specialBuild kernels for special--purpose functions purpose functions 
•• MinimumMinimum--cost path solver, constraint satisfaction, cost path solver, constraint satisfaction, 

assignment problems, TSP Solver, etc.assignment problems, TSP Solver, etc.
•• Payoff in performance of specialized function may justify cost Payoff in performance of specialized function may justify cost 

of constructing a kernel of constructing a kernel 
•• Build kernels for cognitive layer functionsBuild kernels for cognitive layer functions

•• Proto:Proto:
• Focus: parallelization of front-ends for Micro and Macro
• Cognitive pyramid (reduce lots of data to small sub-problems)

•• Macro/MicroMacro/Micro
• Focus: Speed up “inner loops”
• Parallelization, customized hardware, etc.

•• Any realAny real--world application will likely draw from both pools of world application will likely draw from both pools of 
kernelskernels
•• LongLong--term goal: Fuse algorithmic and cognitive approachesterm goal: Fuse algorithmic and cognitive approaches
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Enabling Hardware ArchitecturesEnabling Hardware Architectures
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Some Cognitive KernelsSome Cognitive Kernels
•• MinimumMinimum--cost path solver cost path solver 
•• Constraint satisfaction Constraint satisfaction 
•• Assignment solverAssignment solver
•• ClusteringClustering
•• TSP solver TSP solver 
•• KnowledgeKnowledge--based reasoner based reasoner 
•• Probabilistic reasoning Probabilistic reasoning 
•• ……
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LearningLearning

Deriving Hardware RequirementsDeriving Hardware Requirements
•• Proto (Swarming, Fine Grained Parallel Sensory)Proto (Swarming, Fine Grained Parallel Sensory)

•• Acts as perceptual processing (Order reduction, transformation, Acts as perceptual processing (Order reduction, transformation, 
focus,focus,……))

•• Example Kernels: Clustering, Shortest path, Genetic AlgorithmExample Kernels: Clustering, Shortest path, Genetic Algorithm
•• Micro (e.g., ACTMicro (e.g., ACT--R)R)

•• Reactive problem solving (Expertise, retrieval)Reactive problem solving (Expertise, retrieval)
•• Serves as interfaceServes as interface

•• Learns and  recalls patterns from protoLearns and  recalls patterns from proto
•• Develop subDevelop sub--problem solutionsproblem solutions

•• TransformTransform
•• RecallRecall

•• Example Kernels: Fuzzy Associative Recall, Prob. ReasoningExample Kernels: Fuzzy Associative Recall, Prob. Reasoning
•• Macro (e.g., SOAR)Macro (e.g., SOAR)

•• Reasoning EngineReasoning Engine
•• High level problem simplificationHigh level problem simplification

•• Explanation based learningExplanation based learning
•• Search coordination, Path SearchSearch coordination, Path Search
•• Example Kernels: Automated ReasoningExample Kernels: Automated Reasoning
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CHASM: Putting it TogetherCHASM: Putting it Together

Coarse-grained processing

Fine-grained processing

Approximate matching

Topology management

Continuous
monitoring
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Building BlocksBuilding Blocks
•• MicroprocessorMicroprocessor

•• AVM runtime and monitoringAVM runtime and monitoring
•• Flexibility and generalityFlexibility and generality
•• CoarseCoarse--grained processinggrained processing

•• SOAR search tasksSOAR search tasks
•• Complex protoComplex proto--cognition enginescognition engines
•• Rete action rulesRete action rules

•• Simple, highSimple, high--frequencyfrequency
•• Statically scheduledStatically scheduled
•• Multiple execution unitsMultiple execution units
•• Execution bus, memory interface ports to the Execution bus, memory interface ports to the 

FPGAFPGA
•• Complex data flows can be statically configuredComplex data flows can be statically configured
•• E.g. results from memory selected by secondary E.g. results from memory selected by secondary 

criteria configured in the FPGAcriteria configured in the FPGA
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Asynchronous LogicAsynchronous Logic

•• Dataflow asynchronous logicDataflow asynchronous logic
•• Pipelined lookup tablesPipelined lookup tables
•• Pipelined static crossPipelined static cross--pointspoints
•• Dataflow model of computationDataflow model of computation
•• 670MHz in .18670MHz in .18μμmm
•• 1.9 GHz in 90nm1.9 GHz in 90nm
•• Support via standard synthesis toolsSupport via standard synthesis tools

•• Clustering for reconfigurationClustering for reconfiguration
•• Reduce synchronizationsReduce synchronizations
•• Arbitrary grouping of AFPGAArbitrary grouping of AFPGA

elements possibleelements possible
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Fast Programmable LogicFast Programmable Logic
•• Conventional: Primary source of performance lossConventional: Primary source of performance loss

•• Poor interconnect performancePoor interconnect performance
•• Configurable clock frequencyConfigurable clock frequency
•• General logic mapped to muxGeneral logic mapped to mux--based lookup tablesbased lookup tables

•• Conventional: StateConventional: State--ofof--thethe--artart
•• 65nm Virtex65nm Virtex--5, max frequency 550 MHz5, max frequency 550 MHz
•• 65nm microprocessors > 3 GHz65nm microprocessors > 3 GHz
•• Standard cell ASICs in 90nm ~ 500Standard cell ASICs in 90nm ~ 500--800 MHz800 MHz

•• Our approachOur approach
•• Use an eventUse an event--driven model for the FPGAdriven model for the FPGA
•• Pipeline interconnectPipeline interconnect
•• Remove clock network from the core fabricRemove clock network from the core fabric
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Fast Programmable LogicFast Programmable Logic

•• EventEvent--driven modeldriven model
•• Permits Permits transparenttransparent pipeliningpipelining
•• Existing designs map withoutExisting designs map without

modificationmodification
•• Pipelined ArchitecturePipelined Architecture

•• Enables aggressive circuit familiesEnables aggressive circuit families
•• High frequency operationHigh frequency operation
•• Short circuit pathsShort circuit paths
•• Our design: 14Our design: 14--18 FO4 cycles18 FO4 cycles

function split merge source sink copy initial
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Fast Programmable LogicFast Programmable Logic

•• Robust operation overRobust operation over
voltage and temperaturevoltage and temperature
•• Operates subOperates sub--thresholdthreshold
•• EventEvent--driven has lowerdriven has lower

power consumption thanpower consumption than
the synchronous counterpartthe synchronous counterpart

•• 2.5x raw performance2.5x raw performance
•• High utilizationHigh utilization
•• Resilient to wire delaysResilient to wire delays

UtilizationUtilization
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•• Multiple abstraction pathsMultiple abstraction paths
•• Native ACIPL: maximum Native ACIPL: maximum 

performance, performance, hardcodedhardcoded
into PCAAinto PCAA

•• Portable ACIPL: Portable ACIPL: 
intermediate performance, intermediate performance, 
predefined but portablepredefined but portable

•• Custom to AVM API: userCustom to AVM API: user--
controlled performance, controlled performance, 
extensible and portableextensible and portable

•• Runtime systemRuntime system
•• LoadLoad--balancing, grainbalancing, grain--size size 

adjustmentadjustment

CogCog--toto--hardware interfacehardware interface

AVM API

R-Stream +
cognitive extensions

AVM run-time

Custom
cognitive

component

PCAA hardware                

Portable
ACIPL

component

Native
ACIPL

component

Cog Layer + App
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Use Library Model to Speed KernelsUse Library Model to Speed Kernels

•• ““StandardStandard”” usage patternsusage patterns
•• Cognitive engine templatesCognitive engine templates

•• ProtoProto--cognition: cognition: ““graph + local update functiongraph + local update function””
•• MicroMicro--cognition: cognition: ““match operationmatch operation””
•• MacroMacro--cognition: cognition: ““Rete structureRete structure””

•• Mostly preMostly pre--defined configurations plus small defined configurations plus small 
flexible partflexible part

•• Patterns based on ACIPL libraryPatterns based on ACIPL library
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Fast Programmable Logic UsageFast Programmable Logic Usage
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Memory ConsiderationsMemory Considerations
•• Each processing center has parallel banksEach processing center has parallel banks

•• Programmable logic in read, write, address pathsProgrammable logic in read, write, address paths
•• Inline address transformsInline address transforms

•• Hash mapsHash maps
•• Sizeable addressabilitySizeable addressability
•• Strides, translationsStrides, translations

•• Inline read transformationsInline read transformations
•• ScalarScalar--vector operationsvector operations
•• FilterFilter
•• Programmable MetricProgrammable Metric

• Operate with scalar operand
• Programmable variable (inc,dec,rand)

•• Inline write transformationsInline write transformations
•• Scale, offset, filterScale, offset, filter
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Memory ConsiderationsMemory Considerations
•• Hashing Hashing –– a software solutiona software solution

•• Fastest software technique for large databasesFastest software technique for large databases
•• Multiple memory accesses (slow)Multiple memory accesses (slow)
•• Cache pollutionCache pollution

•• CAM (Content Addressable Memory) CAM (Content Addressable Memory) –– a hardware solutiona hardware solution
•• High bandwidthHigh bandwidth
•• Large areaLarge area
•• PowerPower--inefficientinefficient

•• CACA--RAM (ContentRAM (Content--Addressable RAM)Addressable RAM)
•• High bandwidthHigh bandwidth
•• AreaArea--efficientefficient
•• PowerPower--efficientefficient
•• Hash mapped to APL in address pathHash mapped to APL in address path

•• POEM (Programmable Objective Evaluation Memory)POEM (Programmable Objective Evaluation Memory)
•• Parallel closest matchParallel closest match
•• Activation Calculus boost implemented APLActivation Calculus boost implemented APL
•• Resolution implemented in APLResolution implemented in APL

Our Our 
experimentsexperiments
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Memory: CAMemory: CA--RAM OperationRAM Operation

Index generator

Search key
Keyi1

Match processor1

Keyi2

Keyj2Keyj1

Match processor2

Result

Match processor3

Keyi3

Keyj3
R-bit index

Keyj2Keyj1 Keyj3

Search key Match processor2
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Memory: CAMemory: CA--RAM Critical BenefitsRAM Critical Benefits
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MetricsMetrics



37
High Performance Embedded ComputingHigh Performance Embedded Computing Sept 21, 2006Sept 21, 2006

What are success metrics?What are success metrics?
•• BasicBasic

•• SWEPT to formulate planSWEPT to formulate plan
•• Mission PerformanceMission Performance

•• Initial and dynamic Initial and dynamic replanreplan timetime
•• Mission flexibility (# automatically planned / # total Mission flexibility (# automatically planned / # total 

types)types)
•• Planning detail (# of parameters determined Planning detail (# of parameters determined 

automatically / # desired)automatically / # desired)
•• Planning simultaneityPlanning simultaneity
•• Contingency management (# handled/#desired)Contingency management (# handled/#desired)
•• Plan quality (#constraints violated/#total)Plan quality (#constraints violated/#total)
•• Team collaboration (#automated assets/#total)Team collaboration (#automated assets/#total)
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Metric Considerations (cont.)Metric Considerations (cont.)
•• System performanceSystem performance

•• Throughput / LatencyThroughput / Latency
•• Plan Fidelity (Parameters available/Parameters Plan Fidelity (Parameters available/Parameters 

Used)Used)
•• Plan Latency / Plan Fidelity QuotientPlan Latency / Plan Fidelity Quotient
•• Available task allocationAvailable task allocation
•• Signature management utilizationSignature management utilization
•• Exposure timeExposure time
•• Asset utilization rateAsset utilization rate
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Metric Considerations (cont.)Metric Considerations (cont.)
•• System stabilitySystem stability

•• Plan generation exception ratePlan generation exception rate
•• Information loss / corruption rateInformation loss / corruption rate

•• Software UsabilitySoftware Usability
•• Operator/Pilot WorkloadOperator/Pilot Workload
•• Software ease of useSoftware ease of use
•• Situational awarenessSituational awareness
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ConclusionConclusion
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RecapRecap
•• Autonomous Vehicles demand new approaches for Autonomous Vehicles demand new approaches for 

algorithm design and computationalgorithm design and computation

•• We are experimenting with cognitive  techniques to We are experimenting with cognitive  techniques to 
address limitations of address limitations of ““algorithmic techniquesalgorithmic techniques””

•• We are developing new system and hardware We are developing new system and hardware 
techniques to improve the performance and techniques to improve the performance and 
applicability of the applicability of the ““cognitive techniquescognitive techniques””


