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HPEC Challenge Benchmark Suite

Kernel Benchmarks

Single-processor operations
Taken from PCA program
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Application Benchmark

Multi-processor compact
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Taken from HPCS program
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% Signal and Image Processing Kernels
FIR QR

Data Set 1:
& Input Matrix r_’|:| '(\/ljl_:(;ltersff' ents)

~ coeilricients
% A |:> Q x| R
< (MxN) (MxM) (MxN)
O Data Set 2:
= M Filters

(>100 coefficients) | ® Computes the factorization of an input

Bank of filters applied to input data

FIR filters implemented in time and
frequency domain

matrix, A=QR

Implementation uses Fast Givens
algorithm

SVD
Input Bidiagonal Diagonal
Matrix Matrix Matrix X

= [\ =

® Produces decomposition of an input
matrix, X=UZVH

®* C(Classic Golub-Kahan SVD
implementation
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Target List

Normalize,
Threshold

Beams T(i,j,k)

Creates a target list given a data cube

Calculates normalized power for each
cell, thresholds for target detection
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Information and Knowledge
Processing Kernels

Genetic Algorithm

Selection Crossover Mutation
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Evaluation

®* Evaluate each chromosome
® Select chromosomes for next generation

® Crossover: randomly pair up chromosomes
and exchange portions

®* Mutation: randomly change each chromosome

Pattern Match

Compute best match for a pattern out of
set of candidate patterns

— Uses weighted mean-square error
@ Candidate Pattern 1

Pattern under test

M<

Range

Candidate Pattern 2

Candidate Pattern N
L /—/\’\/\

Mag

Database Operations

* Three generic
database operations:

— search: find all
items in a given
range

— insert; add items to

Red-Black Tree
Data Structure

L the database
C ] _
, _ — delete:remove item
Linked List from the database

Data Structures
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SAR System Architecture

Front-End Sensor Processing
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SAR Benchmark Computational Challenges
and Data Products

Front-End Back-End
Sensor Processing nowledge Formation
A N !
! i | :
Scalable Data I Kernel #1 SAR 1 SAR, ' _
and Template | mage mage )| TéMplate | i image Kernel #4 DfeteC“O”S: validation
Generator ' Eormation Insertion [T ! Detection !
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Templatesi Templateg ! '. _ _'_ ___________ _ E
» Scalable synthetic * Pulse compression » Sequential store e Large Images * Many small
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* FFT, IFFT (corner turn) retrieve Threshold random pieces of
e Large & small IO large image
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HPEC Challenge Web Site:
hitp://Iwww.ll.mit.edu/HPECchallenge

o PUFpOSG: hq"enge

— Allow exploration of T e e e
performance results for a
wide range of
architectures A A B T O A SO B ST

of new cormputer processing elements with new processor architectures and increasing the complexity of application software.

Introducing the HPEC Challenge Benchmark Suite

To provide a means to quantitatively evaluate such high performance embedded computing {HPEC) systems, we propose a

challenge to the cormmunity in the form of a suite of benchmarks. The HPEC Challenge benchmark suite consists of a set of

. P r OVI d e p u b | I C an d single-pracessor kernel benchmarks and a multi-pracessor application benchmark. The kernel benchrmarks address impaortant

operations across a broad range of DoD signal and image processing applications. The application benchrnark implements a

p aS S W O rd p r O t eC t ed p ag eS scalable Synthetic Aperture Radar (SAR) application that is representative of one of the most common functions in DoD

surveillance systems.

SeC u re p Oten t I al Iy More information on the benchrmarks is provided on the Benchrark page. Links to benchmark description pages can also be
H t H h H .t t found below, The HPEC Challenge software distribution can be found on the Software page. Viewing or posting benchmarlk

S e n S I I Ve ar C I eC u re results to this web site requires registration to the site. Go to the Registration page to obtain a username and password,

reS u ItS The HPEC Challenge benchmarks and web site are works in progress, Please contact hpecChallenge@|l.mit.edu with any

comrents, questions, or suggestions for improvernent.

Kernel Benchmarks

. Time-Domain Finite Impulse Response Filter Bank - TDFIR

* Public pages:
— Benchmark information
— Benchmark software

— Periodic releases of
benchmark results

. Freguency-Domain Finite Impulse Response Filter Bank - FOFIR
. QR Factorization - QR

. Singular Yalue Decomposition - SYD

. Constant False-Alarm Rate Detection - CFAR

. Pattern Matching - PM

. Genetic Algorithm - GA

. Datsbase Operations - DB

L I

. Corner Turn - CT

Multi-Processor Application Benchmark

1. Synthetic Aperature Radar - SAR

Contact hpecChallenge@Il.mit.edu
©2001-2005 Lincoln Laboratory, Massachusetts Institute of Technology. Disclaimer
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http://www.ll.mit.edu/HPECchallenge
Benchmark Information

hallenge

Acknowledgments Site Map Login/Register

Home : Benchmarks | Software :  Publications Acknowledgments

Time-Domain Finite Impulse Response Filter Bank

Bencan ma rl{s The finite impulse response (FIR) filter is one of the basic operations in signal processing. This kernel implements a set of M FIR

filters. Each FIR filter m, m e {0, 1, ..., M-1 }, has a set of impulse response coefficients we[k], ke {0 ... K-1 }. If the length of

The HPEC Challenge benchmark suite consists of a set of eight kernel benchrmarks and a s the input vectar is'N; thesoutput of filtsrm; ¥ isthe convolution:of wy with-the input sm:

(SAR) systemn benchmark for quantitatively comparing HPEC systems. The kernel benchmg K-1

across a broad range of DoD signal and image processing applications, The scalable SAR s y‘,a[j] = Z .X";,[.F' — R‘]'&"n[k]. fori=01,.. N -1.
one of the most common functions in DoD surveillance systemns. In addition, it includes sto k=0

class of applications. We define two datasets in Table 1, ane far a shart filter and one for a long filter.

Table 1: FIR filter bank input parameters.

Metrics of interest for the benchmarks are defined on the metrics page. Farameter | Description Values

Marmne Setl Set 2
1

Kernel Benchmarks

1. Time-Domain Finite Impulse Response Filter Bank - TOFIR
2. Frequency-Daormain Finite Impulse Response Filker Bank - FDFIR .
An operation co
3. QR factorization - QR Pt
4. Singular Yalus Decornpasition - S4¥D Home | Benchmarks | Results | Software | Publications | Acknowledgments | SiteMap | Upload
5. Constant False-alarm Rate Detection - CFAR
6. Pattern Matching - PM gAR Bench'“a lnk
7. Genetic Algorithrn - GA
8. Database Operations - DB The HRCS Scalable Synthetic Cormpact Application #3 [S5CA #3) simulates a sensor processing chain (Figure 1), It consists of a
a

R e e front-end sensor processing stage, where Synthetic Aperture Radar (SAR) images are formed, and a back-end knowledge formation
stage, where detection iz perfarmed on the difference of the SAR images. It generates itz own synthetic ‘raw’ data, which is scalable.
The goal is to mimic the most taxing computation and I/C requirernents found in many embedded systems, such as medical/space

Multl- PrOCESSQr Appl'catlﬁn BenCh ma rk imaging, of reconnaissance rmonitaring, Its principal performance goal is throughput, in other words, to maximize the rate at which

answers are generated, The computational kernels must keep up with copious quantities of sensor data, Its I/ O kernels must

1. Synthetic Aperature Radar - SAR rnanage both streaming data storage, as well as sequential file retrieval,
Contact hpect Front-End Sensor Processing
. . : A i
©2001-2005 Lincoln Laboratory, Massachusetts Institute of Ted Scalable Data i [ Kemel #1 _Inn I\ — WKarreal 2 !
' Data Read Template i
and Template I Image Image Image I
Generator ; aFr::rlnn;lalg; Insertion | 7 Storage :
Haney - 10 /’ 5 e —
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http://www.ll.mit.edu/HPECchallenge

Software Distributi

on

Hame Benchmarks Software Publications Site Map

Login/Register

Software

Download: HPEC Challenge Benchrnark Suite «1.0 (Kernel Benchrarks anly)
Download: HPEC Challenge SAR Benchrnark »1.0 (Found under S=SCA #£3 v1.0)

Contents:

Version 1.0 of the benchmark suite download contains the kernel-level benchmarks only. & future release will
SAR rmulti-processor application benchrarl. Information on the Kernel-level benchrmarks may be found on th
page. For now, the SAR benchrmark must be downloaded from the HPCS program web page. This will require

the HFCS program,

Software Instructions

Kernel Benchmarks

The following descriptions and instructions can be found in the README txt file found in the hpecChallengeskernelBenchrmark

directory after unzipping the software distribution file. To unzip the distribution file, use winzip in Windows, or

tar xwf file.tar" in Unix.

Opening hpecChallenge-1.0.tar.oz

You have chosen ko open
;J__'_]. hpecChallenge-1.0.tar.gz

which is a: WinZip File
fram: http:ffhome

what should Firefox do with this file?

WinZip {default)

(") Saveta Disk

[] o this automatically for Files like this From now on.

4 Cancel

"gunzip file tar.gz;

Haney - 11
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- http://www.ll.mit.edu/HPECchallenge
Account Registration
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* Registration

— Obtain username,
access to password
protected pages Register

hallenge

Site Map Login/Register

cknowledgment

Homeg Benchmarks Softwareg Publications ¢

First Mame |Fyan
Last Name |Haney
° Password protected Nairame haney
Password |
p ag es : Organization [MIT Lincaln Labaratary |
Email |haney@Il.mitedu

— Upload results to Phone 781-981-5500

. t Country of citzenship | .5 A
SI e Area of Work Government | %

Reason for use |High performance embedded

- ArCh itectu re resu |tS’ fcomputing research for the MIT

Lineoln Laboratory Embedded

reports |Digital Systems Group.|

Contact hpecChallenge@Il.mit.edu
©2001-2005 Lincoln Laboratory, Massachusetts Institute of Technology. Disclaimer
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http://www.ll.mit.edu/HPECchallenge
Uploading Results

e Step 1l
— Create a new system

This page allows a user to upload benchrnark results to the HPEC Challenge website to be shared with other users, To upload - " y y
results to the website, you rmust first enter information on the systern that was benchrmarked. The following sections allow you to b e n C h m ar k ed

add a new systern along with relevant benchmark results to the site, or edit an existing system that you have added in the past.

Home | Benchmarks | Results | Software | Publications Acknowledgments | osite Map . Upload

Welcome Ryan Haney

Create a New System

The following link will prompt you for general information concerning the benchrarked system. A subsequent page will allow you

to add more specific configuration details, and the actual benchmark results. No information will be wiewable by other users until

submitted to the site, This option will be provided on a subsequent page. System and result information may be deleted and

removed from the site at any time,

« Create New Systern

Edit an Existing System

The following links allow you to add or edit systermn configur,
already added to the site.
Benchmarks Results Software Publications
+ Mercury PowerPC G4 Systern - 500 MHz G4 processor, Future documentat.., -
+ Intel Xeon System - 2.8GHz Xeon processor.... St&p o GEITQI"Z‘!! SVEtEI'ﬂ Infﬁ
Name: :testSystem
Interconnect: Gigabit Ethernet
Total Power {W): _50
Description: This is my description.
Contact hpecc
©2001-2005 Lincoln Laboratory, Massachusetts Institute of Ted
System DiagramfPicture: Browse. .. |
Associated Publication/Document: Browse... |
cancel
-_____________________________________________________________________________________________| ; =
H 13 Contact hpecChallenge@ll.mit.edu
aney - : ) i
HPEC 09/20/2006 ©2001-2005 Lincoln Laboratory, Massachusetts Institute of Technology. Disclaimer




http://www.ll.mit.edu/HPECchallenge

hallenge

Home i Benchmarks Results Acknowledgments

Site Map : Upload

testSystem
System Overview
submit edit delete
User Ryan Haney

?
Organization MIT Lincaln Laboratory What Now?
Interconnect Ethernet : 1. Enter in the information about the system's
Total Power (W) 50 configuration.
Description This is a test, 2. Upload or manually enter the results the

System Diagram fPicture systermn achieved on the HPEC Challenge

Associated Publication/Document benchmark suite.

3. Submit far review. The systemn information

Date Created Z006-058-04 19;19:24

and results will not be publicly viewable until

Date Modified 2006-058-04 19:19:24

it has been submitted.

Board/Node 1

edit delete

Processors

+ Add Processor

Uploading Results

* Step 2

— Fill in more detailed system
specifications

allenge

Site Map

acknowledgments

Benchmarks Results ; Software Publications ; Upload

Step 2: testSystem Processor Info

Quantity: 1
Name: FowerPC G4
vendor: Motorola
Class: General purpose ¥
Model fFamily: 410
Year Introduced: zonz
Clock Speed (MHz): 500
Peak Throughput {Mflop/s): 4000
Typical Power Usage {W): [
Data bit width: 32

Available Arithmetic: Floating point %

Off-Chip Memory

+ add Mernary
+ Add Board

Optimized Code Results
Reference Code Results

Upload Results
Add/Edit Results
Contact hpecChallenge@ll.mit.edu
£2001-2005 Lincoln Labaoratory, Massachusetts Institute of Technology, Disclaimer

CMOS Process Technology {micron): | 0.15

Die size {(mm?): L4

Transistors {x 10°): 10

On-Chip L1 Cache {KByte): 32
On-Chip L2 Cache {KByte): 2000

on-chip L3 Cache (KByte):

Off-chip Cache {KByte):

Off-chip Bandwidth {MByte/s): 1000

Description:

Haney - 14
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Contact hpecChallenge@Il.mit.edu
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http://www.ll.mit.edu/HPECchallenge
Uploading Results

* Step 3

— Upload results from benchmark
results file, or manually fill in

Home i Benchmarks Results Software Publications Acknowledgments | Site Map | Upload

testSystem Upload results for: testSystem

System Overview

Use the following to upload a results file {in the form of hpeckernelResults-<date= txt), or manually enter results, See the

Software page for instructions on running the benchrmarks,
submit edit delete

ecl LN What N 2 Optimized Code vs Reference Code: | | Optimized v
Organization MIT Lincoln Laboratory C kil File: [ Browse ]
Interconnect Ethernet : 1. Enter in the information about the system's
Total Power (W) 50 configuration. cancel
Description This is a test, 2. Upload or manually enter the results the -
System Diagram/Picture systemn achieved an the HPEC Challenge Contact hpecChallenge®ll mit.edu
. ©2001-2005 Lincaln Laboratory, Massachusetts Institute of Technology . Disclaimer
Associated Publication/Document benchmark suite.
Date Created 2006-08-04 19:19:24 3. Submit far review. The systemn information h k I I
. . . . -
Date Modified S006-05-04 19:19:24 and results will not be publicly viewable until BEI‘IC mar RESlI tS. Mal‘llla EI‘ItI’y
it has been submitted.
Benchmark | Dataset | Reference Code Latency (s) | Optimized Code Latency (s)
Board/Node 1
TDFIR 1
edit delete z
FDFIR ai;
Processors 3
+ Add Processor QR !
2
Off-Chip Memory 3
CFAR ok
+ add Mernary
z
+ Add Board
3
Optimized Code Results 4
PM 1
Reference Code Resul 3
Upload Results 5 £
add/Edit Results z
Contact hpecChallenge@ll.mit.edu 2
©2001-2005 Lincaln Laboratory, Massachusetts Institute of Technalogy, Disclaimer 4
T ki
2 -
DB 3t
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http://www.ll.mit.edu/HPECchallenge
Viewing Results

Acknowleg

Results

For more information on the metrics used on the Results pages, see the rmetrics docurnent,

System TDFIR FDFIR QR SYD CFAR PM scknowledgments Site Map
(MfAop/5) | (MAop/s) | (MAop/5) | (MAop/5) | (MAop /5) | (MAop/5) | (M4
Mercury PowerPC | 1027.000 | 779,000 | 603667 | 360,000 | 141,947 | 115500 1 ’ 3
Mercury PowerPC G4 System
G4 Surtem 4
Intel Heon 232.20( User: Ryan Haney 45| & L.
S Organization: MIT Lincoln Laboratory Og}tgmlzg}d Code Results
sl Interconnect: Other
Description: See attached docurnentation for -
# Systermn and results have n{ system specifications and benchmark Benchmark Dataset Workload Latency Throughput Throughput/Watt | Stability
implernentation and results details,
Date Created: 2006-06-26 11:37:54 (rflop) (=) (Mflop/=) CitHop/= V)
Date Updated: 2006-06-26 17:59:19 Tirne Dornain FIR Filter Bank 2 1,97 0.0019 1027.0 205.4 1,000
©Z001-2005 Lincoln Laboratory, Massachu (TDFIR)
Frequency Domain FIR Filter 1 33,55 0,0431 779.0 155,58 1.000
. Bank
e G | com
eneral comparisons (FOFIR}
. QR Factorization 1 397,33 00,6440 &617.0 1234 0,956
between architectures (an) :
3 45,00 0,0763 590.0 11s.0
Singular Yalue 1 125.63 0.2725 4561.0 9z2.2 0.464
Decomposition Z 2027 0.0500 405.0 §1.0
* Detailed results and o o wer] oo
Constant False-Alarm Rate 1 0.17 0.0011 156.0 3.2 0.864
specifications for :
. (CFAR) 4 17.74 | 01314 135.0 27.0
arC h |teCt u reS Pattern Matching 1 1.20| ©0.0105 115.0 23.0 0.991
{PM} z 13.59 0.1172 116.0 23.2
Genetic Algorithm 1 0,01 0,0001 149.9 30.0 0,311
(GA) z 0.50 0.0025 203.5 40.7
3 0.0z 0,0002 96.5 19.3
Haney - 16
HPEC 09/20/2006 4 011 0.0015 63.3 12.7
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Summary
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* The HPEC Challenge is a publicly available suite of
benchmarks for the embedded space

— Representative of a wide variety of DoD applications
* Benchmarks stress computation, communication and 1/O

* Benchmarks are provided at multiple levels
— Kernel: small enough to easily understand and optimize
— Compact application: representative of real workloads
— Single-processor and multi-processor

o See http://www.ll.mit.edu/HPECchallenge/ for benchmark
documentation and software

e Please send feedback to hpecChallenge@ll.mit.edu

MIT Lincoln Laboratory ==
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