
Hypercubing around COTS GigE

Limits; NIC (node) count, NIC Bandwidth, Bus Bandwidth

mpirun- np 16 NPmpi -B



Hypercubing around COTS GigE

Bandwidth in Gbps
Test Peak Avg
pktgen 10.0 7.9
NPtcp 7.8 5.5
NPtcp 13 7.2 4.4
NPmpi 5.5 4.1
Netperf 6.5

CPU usage 100% at peak



Hypercubing around COTS GigE
NAS Suite

Test t(s) MF/ p 
CG 151 59.03
BT 316 566.72 
EP 92 5.82 
LU 323 393.80 
IS 21 3.90 
SP 445 203.45 
MG 30 314.85 

If you require maximum bandwidth from each node, this is a good 
approach. But the CPU usage and latencies are such that this is not a 
useful solution for most parallel applications. If you scale your 
performance by upgrading CPUs and GPUs, this is a reasonable 
alternative to traditional switched networks.
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