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Objective, Questions for the Panel & Schedule

• Objective:  identify & characterize software factors that impact the 
system-level performance of embedded applications

• Questions for the panel
1).  Can software overcome Wirth’s Law (software slowing more rapidly 

than hardware is accelerating) in time to save Moore’s Law?

2).  What benefits can we expect from the new high-productivity languages 
under development? 

3).  Is it possible to use portable software with the latest hardware 
technologies such as graphics processors, Cell Broadband Engines, 
PCA (polymorphous computing architectures) & FPGAs?

• Schedule
– 1540-1600:  panel introduction & overview
– 1600-1620:  guest speaker Dr. Guy Steele
– 1620-1650:  panelist presentations
– 1650-1720:  open forum
– 1720-1730:  conclusions & the way ahead

Panel members & audience may hold diverse, evolving opinions
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Last Year’s Audience Opinion Survey

1).  Moore’s Law is, for 
technology, like pumping 

oil from the ground
2).  Moore’s Law is defined 
by advertising executives 

to suit their needs

3).  Moore’s Law is irrelevant when $1 
chips run 1M lines of code worth $100M, 

yet software performance decreases faster 
than hardware is improving

As a result, “will software save Moore’s Law?”
was chosen as this year’s theme 
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Overview
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• 4X transistors/chip every 3 yrs
• Improvements came from decreasing geometry, “circuit 

cleverness” & increasing chip size
• Held from late ’70s - late ’90s for memory chips

“Original” Moore’s Law
(1965, revised 1975)

Slide #12 from Gordon Moore’s
“No Exponential is Forever …
but We Can Delay ‘Forever’,”
ISSCC03, www.intel.com/
technology/silicon/mooreslaw
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• 2004 Update of International Technology Roadmap for 
Semiconductors

– Predicts future chips (through 2018) will be same size or smaller
– Chip-level CMOS computing device improvements presently 

limited to 3X every 3 yrs (e.g., FPGAs & ASICs)
 2X transistors for constant chip size every 3 yrs
 1.5X speed for constant power every 3 yrs
 General-purpose microprocessors with large on-chip cache may be 

limited to 2X every 3 yrs

• Improvement rates presently hampered by device-level 
(processor/memory) & system-level (card/backplane) I/O 
bottlenecks

Hardware Improvement Rates 
Have Slowed Recently

Slower (but still substantial) growth rate predicted, 
with greatest impact on embedded systems having 

highest throughput & memory requirements
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Timeline for Highest Performance COTS 
(commercial off-the-shelf) Multiprocessors
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General-purpose µP, DSP & 

RISC (w/ vector processor)

Open systems architecture goal:  mix old & 
new general- & special-purpose cards, with 
upgrades as needed (from 1993-2003, a new 

card could replace four 3-yr-old cards)

Special-purpose 

ASICs

Card-level I&O cmplx sample rate 
sustained for 32 bit flt-pt 1K cmplx

FFT (1000 MSPS for FFT computed in 
1μs with 50 GFLOPS) using 6U form 

factor convection-cooled cards 
<55W, 2Q05 data

indicates actual
indicates feasible/projected
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achievable due to Moore’s 

Law slowdown 
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From 1993-2003, a new 
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Typical System-level Figures of 
Merit for Embedded Processors

70 W/Liter convection cooling lim
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800 W/Liter conduction cooling lim
it (u

sing heat pipes)

• Improved semiconductor 
processes & materials 
(Moore’s Law)

• Power-aware computing
• Advanced hardware 

architectures

• Improved packaging & 
cooling technologies

• Higher device density 
(Moore’s Law)
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System-level Improvements From Software

70 W/Liter convection cooling lim
it

Is it possible, at least for embedded systems, 
to maintain something resembling a Moore’s 
Law growth rate via software improvements?

• Improved algorithms & libraries 
(benchmark task performance)

• High-productivity software (faster 
time to market)

• Hardware/software co-design 
(system-level “circuit cleverness”)
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Reconfigurable FPGA 
cards (~100 FLOPS/byte) 

improving 3X in 3 yrs

Special-purpose ASIC 
cards (~10 FLOPS/byte) 

improving 3X in 3 yrs

General-purpose RISC (with on-
chip vector processor) cards (~10 
FLOPS/byte) improving 2X in 3 yrs

3/05

Similar 
performance 
Y2K but not 

2010
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Application Challenges, 3/05
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On-card data & less-optimized 
software, 51% of peak FLOPS

General-purpose 
RISC (with on-chip 
vector processor) 

card, 3/05

On-card data & optimized 
SAL (scientific algorithm 
library), 83% of peak FLOPS

Off-card data (performance degraded 
by I/O bottleneck that could be 
eliminated with re-design)

SAL in this example provided substantial 
benchmark performance enhancement
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Conclusions & The Way Ahead

• Slowdown in Moore’s Law due to a variety of factors
– Improvement rate was 4X in 3 yrs, now 2-3X in 3 yrs (still 

substantial)
– Impact of slowdown greatest in “leading edge” embedded 

applications
– COTS markets may not emerge in time to support historical 

levels of improvement
– Many software issues may overshadow Moore’s Law slowdown

• Wirth’s Law definitely detracts from progress, but impact 
might be mitigated with careful design for embedded 
applications

• High-productivity languages expected to reduce time to 
market, potentially contributing a speedup in product 
improvement rates

• High-productivity results may also come from automated code 
generation technologies

• Portable software remains a major challenge for many 
advanced platforms

“It’s absolutely critical for the federal government to 
fund basic research.  Moore’s Law will take care of itself.  
But what happens after that is what I’m worried about.”

- Gordon Moore, Nov. 2001




