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The Robust Passive Sonar (RPS) program has developed a 16-node Beowulf cluster with 
integrated Field Programmable Gate Arrays (FPGAs) for a computationally intensive signal 
processing application.  The use of FPGAs within the cluster significantly increases the 
processing capacity of the cluster at low cost. They also have an added benefit of having a 
relatively small footprint and therefore having minimal impact on space requirements. 
 
The RPS system provides a real-time processing capability that passively localizes an acoustic 
noise source in three dimensions including bearing, range, and depth.  Using the bearing and 
range estimates, a geographic situation plot is developed recording contact position, course and 
speed.  The application is computationally demanding requiring 500 Gigaflops per second or half 
a Tera-FLOP of sustained processing in order to evaluate the entire search region.  This 
processing capacity has been achieved through the use of five FPGA boards which allow the 
system to ‘beamform’ to 10 million points in space. 
 
The system utilizes a set of desktop computers including AMD 1900 series and Intel Pentium III 
processors interconnected via Myrinet and Ethernet.   The Myrinet network provides a high 
bandwidth interconnect (1.28 Gbits/sec sustained) which, when used with the Message Passing 
Interface (MPI) protocol, provides tight coupling of processors between platforms and allows 
data to flow through the system in a pipeline manner. 
 
Hosted within five desktop computers are PCI based FPGA boards that implement the signal 
processing kernel.  Each board contains two Xilinx FPGA chips; one dedicated for off-board 
communications and the other for processing the application kernel.  Each board provides 50 
GFLOPS of compute power and interfaces with the desktop computer via the internal PCI bus of 
the computer. 
 
The application implemented for this system has a number of characteristics that make it well 
suited for FPGAs.  a) The application is extremely parallel in nature and therefore can be easily 
partitioned.  This is supported by FPGAs that provide multiple memory ports as well as multiple 
processing elements per chip reducing bottlenecks.  b) Data sets are extremely large which also 
exploit the multiple memory ports and processing units of the chip.  c) Resolution of the data is 
low, generally less than 12 bits, increasing the efficiency of the FPGA hardware.   d) The 
application kernel requires the same, relatively small, set of commands to be continuously 
executed in a fixed sequence.  This greatly simplifies the control logic of the FPGA board and 
makes it amenable to pipelining. 
 
This presentation will investigate the issues associated with developing and using a Beowulf 
cluster.  A parallel, heterogeneous computing environment with embedded FPGAs provides 
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many unique challenges including run-time configuration, system management, and efficient 
parallel programming.  These critical issues along with performance and lessons learned will be 
highlighted. 
 
The RPS program is a DARPA funded project. 
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