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Motivation
Context v

*HPEC systems are widely used for
signal & image processing applications
with stringent QoS distributed real-time &
embedded (DRE) requirements

Problem

*Due to weight, power, real-time, &
footprint constraints, HPEC software has
not traditionally been able to leverage
advances in COTS middleware

Promising Solution peration) * Toomoeeer]| (corsa

«Use standards-based DRE =~ T\ & ~« oo @]
middleware supporting - %
multidimensional QoS properties FORTABLE — ]
(RT-CORBA, DP-CORBA, load ST TIVIIRE COREETY
balancing) %
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DRE Middleware in HPEC Applications

High-performance, real-time, fault-
tolerant, & secure systems

MISSTON-

CRITICAL

REAL-TIME
SYSTEMS

Autonomous distributed embedded
systems

Power-aware ¢ &
ad hoc, mobile
& embedded
systems

COTS L |
HARDWARE & raobu-
SOFTWARE
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DRE Middleware: RT CORBA Overview

Client Propagation & Server Declared Priority Models e CORBA is a middleware

on e standard
CLIENT operation() OBJECT * Real-time CORBA adds QoS to
out args + return value (SERUANT) oy H
1 : A ' classic CORBA to control:
_ _ 1. Processor Resources
Static Scheduling Standard « Thread pools
Service Synchonizers « Priority models
Request * Portable priorities

IDL IDL Buffering  Standard synchronizers
STUBS SKELETON « Static scheduling service
ORB OBJECT
ADAPTER

2. Communication Resources
INTERFACE | (Thread Pools

* Protocol policies

 Explicit binding
OS KERNEL OS KERNEL

3. Memory Resources
* Request buffering
Protocol
|
Properties
important HPEC application
NETWORK development & QoS-

* These capabilities address
www.omg.org enforcement challenges

Explicit Binding

ORB
CORE

some (but by no means all)
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DRE Middleware: Data Parallel CORBA

Parallel Object Computing Grid

i
ﬁ

reorganization
strategies

Client on
parallel ORB

e Airborne HPEC

* Distributed
shipboard clusters

> « CONUS

supercomputers

Data Parallel CORBA bridges the gap between traditional CORBA applications & high-
performance embedded parallel processing applications as follows:

* Enable CORBA applications over clusters of computers
* No change required in software technologies, methodologies, or tools
* Enable massively parallel applications to integrate easily with distributed systems

* Allow parallel applications to benefit from distributed object methodologies,
technologies, & tools

» Add parallelism & data distribution to the transparencies offered by CORBA

* Enable a new class of applications e.g., financial, industrial, medical, aerospace,
multimedia, and military domains
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Problems with Standard DRE I\/Ilddleware

Too many “standards”
e Proliferation of middleware technologles —

,.x
CORBA, Java EJB/RMI, COM+/.NET

Microsoft: i#?
*No one-size-fits all L. : n-e.t JAVA

*Accidental complexities assembling, CORBA
integrating & deploying. software systems
=) Lack of coordination in standards
committees addressing multiple
QoS properties
» Several independent standards each

M% ' addressing a single dimension of QoS
g *e.g., Real-time CORBA, Fault tolerant

-. -
Promising Solution \ CORBA, Load Balancing, Data Parallel
ntegrate Model-Integrate e GQGGGG
(hCm JCn 0 (M )0 JC0 (M )
- e s =

Computing & the OMG
R, W =
BEEEBEE

Model Driven Architecture
with Multi-QoS DRE
middleware
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Integrating MIC wit

DRE Middleware

Proliferation of middleware

i
UML Model Z@ @ :’—“‘

 UML modeling tools used to
model DRE application
behavior

* Model-first/generate-next
strategy for finer grained
control in components

CIAO CCM Parallel Component
Library
! » Server/Peer
sele S
CoSMIC Model |~ components Application
Interpreter & Code
Code A
Synthesizer -
- omponent
Home
R L
synthesize & o Container
assemble o Real-time QoS Policies
CORBA
Component_. QoS Property
o | Adaptor

________________ [Real-time Parallel POA] W
|
|
i I
Client/ . VN
P ;C > Parallel ORB QoS Interfaces
eer

(Scheduling, Timeliness,

oy

Priority,...)

Simultaneous support for
multiple QoS dimensions

* Model overall application QoS
& partitioning
« Compose application servers

*Model & synthesize
components

Validate & deploy
Accidental Complexities

» Synthesize container QoS
configurations & metadata

Reflect

N
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Model-Integrated Computing (MIC) Overview

Integrated System
Model Constraints

Model

Interpreter &
Code

Integrate & Executable
Generate specifications

Synthesizer

Platform-
Application specific
Code [ Synthesize Code

Generator

* Analyze — different but interdependent
characteristics of DRE system
behavior

*Synthesize — platform-specific code
customized for DRE application

* Applies domain-specific modeling
languages to computing systems
* Provides rich modeling
environment including model
analysis & model-based program
synthesis

* Modeling of integrated end-to-end
view of applications with
interdependencies

* Modeling languages &
environments themselves can be
modeled as meta-models

» Examples

» Generic Modeling Environment
(wwwe.isis.vanderbilt.edu)

 Ptolemy
(www.eecs.berkeley.edu)

Based on DARPA MoBIES
program



DR GRON = CoSMIC =~

[ i ]
Model Driven Architecture (MDA) Overview
Finance * OMG standardization of MIC paradigm
T T . * Defines platform- independent models
i~ | i (PIMs) and platform-specific Models

(PSMs)

* Uses Unified Modeling Language

Ty
= Telecom (UML) for modeling

o= Model Drivenf o

Architecture @z~ *Real-time profile
e Dynamic scheduling profile

* Meta Object Facility (MoF) serves as
a meta-model repository

Transportation HealthCare XML Metadata Interchange (XMI) for
meta-model exchange

o Efforts are underway to integrate DARPA
www.omg.org/mda MoBIES/MIC with OMG MDA

e Contact John Bay <jbay @darpa.mil>

More...

9
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Component Integrated ACE ORB (CIAO)
CCM incarnation of TAO Real-time ORB

)
—— R S -Support_c_levelopment via
(yhudinfo Front Panel g re";f:O i COIT]pOSItIOﬂ
overheat Q .:% | ﬁ T
oot —) § I o e Providing CCM framework
Ora ar % en |neC>__I Oalrtem ngin nt. . .
I_Othmmepos, o ‘% safe mode(}‘uses _Oem stop g i -_;; iC) .QOS-aware
! ~thrust % o NL v < L
7 N o *Decouple QoS policies
B \gomaner  Qounn [ 2 specification from component
K | e— implementations
i__::_':_':_‘_‘:_‘F;;;:‘:h“efze_s_':_':_' ::: ; publish(ies I °SpeCify QOS pOIiCieS N
L L component assembly
ORB descriptors
L | Lo .
Lo o °
| | e Conflgurgble
_ | \Frice Changes /| everaging hardware
Transaction ] Security Capabilities
Notification Service .CompOS|ng QOS SUppOI’tlng
mechanisms for CCM

deuce.doc.wustl.edu/CIAO application servers
10
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Integratlng DP- CORBA & Load Balancing

Meta Resource

Broker

« DP-CORBA
incarnation of TAO

* Broker for resources

abstractions of
concrete resources &

their usage
» Uses DP-CORBA t0
partition data
» Uses TAO load
balancing service to
make optimal use of
resources

.

o

Home

ORB QoS I Lm_'lfj:%-" i ORB 005 s
Interfaces u:ﬁ‘ e s | Intcifaces
, LS -
*QuO (quo.bbn.com) provides flexible QoS management

*MRB uses QuO for QoS monitoring and adaptation
11
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Integrated
Model

System
Constraints

CoSMIC
Model Interpreter & lggﬂ;ﬁﬁe& > Exe_CUtaple
Code Synthesizer specifications

CoSMIC

Select Component
Components | Assembly/Code
Generator

Repository
synthesize &
assemble
CIAO
CCM ‘
Assembly CIAO Plugins

CIAO
Package
Deployment
Tools

CIAO
Application
Server

CoSMIC &
[ e e |

Component Synthesis with MIC (CoSMIC)

*Synthesizes code & configuration
metadata for the CIAO CORBA
Component middleware

* Reusing components via compositions
VS. generating new component
implementations

« Composition of applications components
& CIAO plug-ins

* CIAO helps instantiating application
processes

MDA tool suite
 UML modeling using GME
* Analysis & synthesis tools
* Enhancement to GME tool
» Uses MDA standards-based approach

*DARPA PCES program seeks
solutions to integrate MIC with
DRE Middleware

« Contact Douglas Schmidt
<dschmidt@darpa.mil>

12
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Summary of Ongoing Work

Parallel Parallel
Client1 on Dbje_{;iﬂ GbIEGiB « RT/CCM (CIAO) belng
. . 3} :
pgr;gel Qperation X \ Operation Y /o) |mp|emented at. _
CPart 1 J\ Washington University

’_ “Pa2 ) | & Vanderbilt University
| [ Part2 ) ffﬁ\‘ '+ DP-CORBA being
- e N :E‘”;/ | implemented jointly
parale X P_ani e 4);/ between Vanderbilt
f;,:’ Scoatin 3 4 University & UC Irvine
Y on nb]ect e CoSMIC tool SUite,
| o—{ g™ MRB being developed
i e = e at Vanderbilt
ﬂ t:jﬁ H- 45 4+ 4 O .nggzﬁznt i S UniverSity :
e e = 1o * All results will be
B = e o - )| mm—O available as open-
| | — Siecks \ T T | [von | source software
CoSMIC

deuce.doc.wustl.edu/CIAO

www.isis.vanderbilt.edu/{CoSMIC,DP-CORBA}
13
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Reflact

Large portions of application code
can be composed from
prevalidated, reusable middleware
components.

*Helps in the rapid assembling and
deployment of applications in the
face of changing business or
government rules and procedures.

* Makes middleware more robust by
automating the configuration of
QoS-critical aspects, such as
concurrency, distributions,
security, and dependability

*MIC helps bridge the
interoperability problems between
different middleware for which no
standard solutions exist.

www.Isis.vanderbilt.edu

14
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Grid Characteristics
« Simultaneous multiple QoS

q |
_I-I =|
M-"G_- -

=0

B Congettd . Hedbeooonopns

] F

rrrrrrrrrrrr

SIP using WehTser‘uices or CDRBNPar}'ay or JAIN API e properties
Grid Service Provider ' ¢Multiple resources from
| Meta Resource, | Broker ) multiple providers
= | = Middleware Examples:
™ .
GAd o] Grid oo G|ObUS, |CEN|, Leglon
B gl Stack = | Stack
=S|Iy dompey 3 | [ ] Grid Challenges
[ Comneciiviy | ' - Connectivity : : : :
|\l | (EE) | -Tlght coupling with grid
— - — =y Infrastructure
_— middleware (GIM)

* Accidental complexities
of assembling &

Applying Standard Real-Time & Data ParaIIeI CORBA | deploying grid
Enhances HPEC applications

» Extends Current Grid Capabilities
 Leverages Model Integrated Computing

* Difficulties in resource
& Q0S assurance

15
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Concluding Remarks

g o?{?qﬁ  DRE application development
R (Capnt ~ 0 challenges resolved by

combining MIC/MDA & QoS-
enabled component middleware

 The CoSMIC & CIAO projects
are applying MIC/MDA to support
DRE CORBA-based HPEC
applications




