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Abstract

sc2 is a new, open source implementation of the Streams-C language and compiler [1] that uses the Stanford SUIF 1.3
compiler infrastructure [2]. sc2 has been improved through various standard compiler optimizations and retargetted to Xilinx
Virtex technology. The sc2 compiler passes are freely available for non-commercial use in source form from Los Alamos
National Laboratory. Please refer to the Streams-C web site, http://rcc.lanl.gov/Tools/Streams-C/ for download information.

The Streams-C programming model is that of communicating processes. A system consists of a collection of processes that
communicate using streams and signals. Processes can run either in software on conventional processors (SP) or in hardware
on FPGA processors (HP). The sc2 compiler is used to compile FPGA processes in hardware. The compiler translates
a subset of C into Register-Transfer-Level (RTL) VHDL that is synthesizable on FPGAs. The sc2 compiler synthesizes
hardware circuits for one or more FPGAs as well as a set of communicating processes on conventional processors. The
language extensions allow pipelined stream computation, so that the generated hardware/software is capable of pipelining a
computation across multiple FPGAs and the conventional processor.

In the Streams-C approach, we target an intermediate level of expression. Our compiler processes a subset of C suitable for
automatic synthesis to FPGAs. Our programming model is targeted at stream-oriented FPGA applications. Characteristics
of stream-oriented computing include high-data-rate flow of one or more data sources, fixed size, small stream payload (one
byte to one word), compute-intensive operations, usually low precision fixed point on the data stream, access to small local
memories holding coefficients and other constants, and occasional synchronization between computational phases.

A software library using POSIX threads provides concurrent processes and stream support in software. Thus the software
libraries support a dual function: when all processes are mapped to software, our system provides a functional simulation
environment for the parallel program. When processes are mapped to a combination of software and hardware, the software
libraries are used for communication among software processes and between software and hardware processes. Hardware
libraries, for the Annapolis Micro Systems (AMS) Firebird board, which contains one Xilinx Virtex-E FPGA on a 64-bit
PCI bus, are used for communication among hardware processes and for the hardware side of communication to software
processes.

We compare the sc2 approach to other compiler projects that target FPGAs such as SA-C [3], Handel-C[4], and DeFacto
[5].

We report results for two application written in Streams-C and compiled with the sc2 compiler to the AMS Firebird board.
The applications mapped to reconfigurable hardware are a polyphase filter bank[7] and a K-means clustering[8] algorithm.

Multi-rate filter banks have been employed to help detect RF signals in noisy environments. By decomposing a signal into
various frequency subbands, filter banks enhance many algorithms because they make it easier to identify pertinent material
on a band by band basis. The polyphase implementhi®a multi-rate filter structure combined with a Fast Fourier
Transform (FFT) designed to extract subbands from an input signal[7]. A filter bank of four prototype filters is implemented
in hardware. The stream input data from the host is unsigned, fixed point, 8 bit data. The coefficents are unsigned, fixed point
12 bit values. The sc2 pipelined design utilized 9% of the area of the chip at 52 MHz and delivers a result every clock cycle.
Design-to-implementation took one day.

1The filter structure was developed in collaboration with Prof. John Villesenor’s team at UCLA.



The K-meansclusteringalgorithm performsclassificationof featuresin multi- and hyperspectal imagery. Theinput
data(pixel andclasscentes) comego the FPGAboard fromthe hostvia a stream. Oneprocessomper this algorithm([6] is
implementedutilizing 8% of the areaon the chip at a speedf 56 MHz. For this pipelinedStreams-Gmplementatiorof the
kmeansalgorithm,weachievean outputeveryclodk cycle Theapplicationtookoneday of developmentime

Wewill compararea,frequencyanddevelopmentimefor thesealgorithmsbetweenhe Streams-CGapproadh to manually
createdhardware implementationsaswell asto softwae implementations.

We will alsosuggestnew reseach problemsthat we invite otherreseachers to investigatein the opensource sc2frame-
work.
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