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A software radio is a communication system in which most
hardware is replaced by software, much in the same way as
analog circuits were replaced by digital signal processors in
the past 30 years.

Software radios are fundamentally different from hard-
ware radios, and new algorithmic ideas are needed to make
them viable. Consider for example the IEEE 802.11b stan-
dard for wireless local area networks. This standard uses
a modulation scheme known as Complementary Code Key-
ing (CCK). The canonical maximum-likelihood CCK de-
modulator [6] uses an algorithm based on the fast Walsh-
Hadamard transform. (Indeed, the existence of such fast al-
gorithm is a good reason for choosing this particular mod-
ulation scheme.) In order to produce 8 bits of output, the
demodulator uses about500 integer arithmetic operations,
which amounts to 687.5E6 operations per second at the stan-
dard data rate of 11 Mbps without counting the overhead of
loops, function call, pipeline stalls, and register spills. This
computational load is onerous for a software implementa-
tion of the 802.11b standard. My best implementation of the
CCK demodulator requires about 1375E6 cycles per second
of data on a state-of-the-art Athlon 1700+ processor. This
implementation was obtained by means of techniques similar
to those used in FFTW [4] and it is probably very close to be-
ing optimal. On the other hand, an alternative demodulation
algorithm that we developed runs about 4 times faster than
the algorithm from [6], but while the new algorithm works
fine in software, it would not map nicely into a hardware im-
plementation.

This paper reports some recent progress made by Vanu
Inc. in developing algorithms for software radios. Specif-
ically, in Section 1 we discuss the new CCK demodulator,
and in Section 2 we discuss a new maximum-likelihood de-
coder for convolutional codes, which is meant to replace the
celebrated Viterbi algorithm [9, 3] in our software radios.

The two algorithms share the following feature: The run-
ning time is not constant, but it depends on the signal-to-
noise ratio (SNR) of the input data. The lower the noise, the
faster the algorithm. This behavior may at first appear to be
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intolerable in a real-time environment, but in fact, communi-
cation standards define a minimum SNR at which compliant
communcation systems are expected to operate properly. As
long as the algorithm is fast enough at the worst-case SNR,
the system is correct. Moreover, while the system must still
be dimensioned for worst-case behavior, a noise-adaptive
strategy can save cycles when the noise is low, therefore ex-
tending battery life.

1 A novel CCK demodulator

Complementary Code Keying (CCK) is the modulation
scheme used in the IEEE 802.11b wireless standard. We
developed a CCK demodulator that combines the best fea-
tures of the maximum-likelihood demodulator from [6] with
the majority-logic demodulators of [8, 5].1 Maximum-
likelihood algorithms enjoy optimal error rate but are slow,
while majority-logic algorithms are fast at the expense of a
higher error rate. For the case of CCK, the error rate of the
majority-logic demodulator of [8] can be up to 2.4 dB worse
than optimal. OurHybrid algorithm runs at majority-logic
speed in the range of interest (SNR≥ 8) while incurring at
most a 0.2 dB error-rate degradation over the whole range.
(See Figure 1.)

We cannot explain the details of the algorithm in the con-
strained space of this abstract. The basic idea can be simply
stated, however. Upon receiving a block of data, the Hybrid
algorithm first runs a majority-logic demodulator. Then, it
determines whether the answer is “reliable.” If it is, then
the algorithm terminates, otherwise it discards the answer
and it runs the maximum-likelihood algorithm from scratch.
The tricky part in this approach is to detemine whether the
majority-logic answer is “reliable” or not. A simple reliabil-
ity criterion exists [2] that yields the results shown in Fig-
ure 1. For this criterion, we obtained an analytical expres-
sion of the additive symbol error rate of the Hybrid algorithm
compared to an optimal algorithm. Overall, the symbol er-
ror rate of the Hybrid algorithm is at most an additive2−Ω(n)

1In fact, the algorithm applies to the wider class of first-order Reed-
Muller codes, but in this paper we focus on CCK only.
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Figure 1: Experimental results for the Hybrid algorithm applied
to CCK demodulation.Top: Running time of the Hybrid algorithm
as a fraction of the running time of the maximum-likelihood fast
Hadamard transform (FHT) algorithm.Bottom: Ratio of the error
rate of the Hybrid algorithm over the error rate of the FHT, ex-
pressed in dB. Experiments performed on 1 billion encoded blocks
of data subject to a simulated AWGN channel. Both algorithms ran
on a Pentium III 1 GHz processor.

worse than that of an optimal algorithm, wheren is the length
of a codeword.2

We further remark that the Hybrid algorithm adapts to the
noise conditions implicitly, without any explicit measure-
ment of the noise level.

2 A fast maximum-likelihood decoder
for convolutional codes

Convolutional error-correcting codes are used in many com-
munication standards, including TDMA, GSM, and IS-95
(CDMA) cellular phones, and they are usually decoded by
the venerable Viterbi algorithm [9, 3]. This algorithm is
simple, allows for compact hardware implementations, and
its error rate is optimal. A software implementation of the
Viterbi decoder can also be made very efficient.

Unfortunately, the execution time of the Viterbi decoder
grows exponentially with a certain parameter (the “constraint

2The notationΩ(n) denotes some function that growsat leastlinearly
with n.
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Figure 2: (Top) Bit error rate; (Bottom) Average number of ex-
plored nodes per information symbol. Both are given as a function
of the SNR, for the Lethargic Viterbi, Viterbi and Sequential de-
coders, under AWGN. The code is a rate-1/2, constraint length9
code used in CDMA, generator polynomials (753,541) (octal). For
the sequential decoder, experiments were performed on blocks of
100 encoded information bits.

length”) of the error-correcting code being used. This pa-
rameter is 6 for TDMA cellular phones (which is still man-
ageable), and 9 for IS-95 (which is too high). To overcome
this problem, other decoder structures, such as sequential
decoders [1], have been investigated in the literature. Un-
der good Signal-to-Noise Ratio (SNR) conditions, these de-
coders are more efficient than the Viterbi algorithm. In addi-
tion to being suboptimal, at low SNR these decoders become
prohibitively slow [1], however.

Our lethargic Viterbi3 decoder exhibits the same error-
correcting properties as the Viterbi decoder, but it runs much
faster when the SNR is “high”. (See Figure 2.) In the limit
SNR→∞, the lethargic algorithm runs in constant time per
output symbol, irrespective of the constraint length.

The Viterbi algorithm computes the shortest path on a cer-
tain structured graph called a “trellis”. The lethargic Viterbi
algorithm computes the same shortest path by means of

3The name derives from the fact that the algorithm avoids doing anything
until strictly required to do so, and it also postpones actions that have to be
performed anyway.
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A∗ search [7], but theA∗ algorithm was modified to exploit
the structure of the trellis. In particular, the lethargic algo-
rithm expands a node in constant time, whileA∗ generally
incurs a slowdown logarithmic in the size of the graph. This
simplification is a consequence of the fact that the weights
on the graph edges can be assumed to be (small) integers and
of the particular topology of the trellis.
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